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ABSTRACT

Computational Fluid Dynamics (CFD) simulations have a
great potential to guide the optimization of fuel stratification
strategies for internal combustion engines, but well-validated
spray models are required. In this study, we aim to understand
the current capability of CFD simulations, under conditions rep-
resentative of partially stratified advanced compression ignition
engines, to predict gasoline sprays through quantitative compar-
isons based on liquid measurements. A series of backlit extinction
imaging is carried out in a constant volume vessel under simu-
lated engine-like cold start conditions. As a test fuel, regular
E10 gasoline is injected using a commercial gasoline direct-
injection (GDI) injector at two different injection pressures of
50 bar and 100 bar. High-speed imaging datasets were used to
obtain quantitative measurements of the liquid penetration, and
local liquid volume fraction from line-of-sight integration and
computed tomographic reconstruction. Additionally, geometric
information by x-ray computed tomography is provided to set
initial and boundary conditions for the CFD simulations. Mul-
tidimensional large-eddy simulations (LES) of the gasoline fuel
spray in a constant volume chamber are presented and compared
to the experimentally obtained fundamental validation data. A
well-validated surrogate fuel for regular E10 gasoline, called
PACE-20, was used in the simulations. Detailed comparison be-
tween experiments and simulations shows faster spray develop-
ment and evaporation of LES studies, leading to slightly longer
liquid penetration lengths. Further, the numerical simulations
were able to capture the strong plume collapsing of the tested
injector under these conditions and to properly reproduce the

†Joint first authors
∗Corresponding author

experimental trends and the effects of injection pressure on the
liquid spray.

NOMENCLATURE
Abbreviations
CFD Computational Fluid Dynamics
CT Computed Tomography
CO Carbon Monoxide
DBIE Diffused backlight illumination extinction
E10 Gasoline with 10% ethanol content by volume
GDI Gasoline Direct Injection
HOV Heat of Vaporization
IC Internal Combustion
LED Light Emitting Diode
LES Large Eddy Simulations
LHV Lower Heating Value
LLVF Local liquid volume fraction
LTGC Low-Temperature Gasoline Combustion
LVF Liquid volume fraction
MON Motor octane number
NVO Negative Valve Overlap
𝑁𝑂𝑥 Nitrogen Oxides
PACE-20 Surrogate fuel for regular E10 gasoline
PLV Projected liquid volume
PFS Partial Fuel Stratification
PM Particulate matter
RON Research octane number
SOI Start of injection
T10 10%vol evaporated temperature
T50 50%vol evaporated temperature
T90 90%vol evaporated temperature
TKE Turbulent Kinetic Energy
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UHC Unburned hydrocarbons
Greek letters
I transmitted attenuated light intensity
I0 incident light intensity
𝜏 Optical Thickness

1. INTRODUCTION
Low-temperature gasoline combustion (LTGC) engines can

provide high efficiencies (similar to or even higher than those
of modern diesel engines) with very low nitrogen oxides (NOx)
and particulate matters (PM) emissions[1], but the absence of
a simple and rapid mechanism to control the combustion timing
remains as one of the main technical barriers for their commercial
implementation [2]. In the last years, several techniques have
been proposed and studied to overcome this challenge, such as
trapping hot residual gases [3], injecting fuel during the negative
valve overlap (NVO) [4], and spark assist [5]. However, these
strategies are not fast enough, they are not suitable for low load
operation or they penalize efficiency and/or emissions [5–8].

Partial fuel stratification (PFS) is one of the most promising
techniques to control combustion under LTGC conditions [9].
This technique consists of injecting most of the fuel early during
the intake stroke to create a background lean mixture, followed
by a late direct fuel injection during the compression stroke to
promote fuel stratification in the cylinder. The various local
equivalence ratios within the stratified mixture will have different
ignition delays [1, 10], leading to a sequential autoignition event in
which, under typical LTGC engine conditions, the richer regions
will ignite faster to control the combustion timing [11]. The
amount of fuel stratification is adjusted by changing the injection
settings of a gasoline-type direct injection system (GDI), such
as the start of injection, providing control over the combustion
on a cycle-to-cycle basis. Therefore, the fuel distribution in the
cylinder results from a combination of the spray development
of the late injection and the background mixture generated by
the early injection, which is not necessarily homogeneous. The
engine performance is heavily affected by this fuel distribution
generated via PFS [12, 13]. Overly lean regions in the cylinder
may lead to incomplete combustion and, therefore, decrease the
engine efficiency and increase the emissions of carbon monoxide
(CO) and unburned hydrocarbons (UHC). On the other hand,
overly rich regions may lead to thermal NOx formation and,
therefore, can also increase the overall NOx emissions.

It is unclear how the spray behavior would affect the ability
of PFS to control the combustion at the wide range of injection
conditions reached over the typical operating map of an engine,
which ranges from cold, low ambient pressure conditions such
as those of the intake stroke to high-temperature, high-pressure
conditions such as those of the late compression stroke, espe-
cially at high engine loads. It is even more uncertain how the
spray development would affect the performance of PFS under
conditions in which spray collapse may occur. Spray collapse is
particularly important for the early injection of fuel that typically
occurs during the intake stroke, where the in-cylinder pressure
may be low enough to lead to flash-boiling conditions. Thus,
the early fuel injection may lead to unexpectedly heterogeneous
background fuel distributions within the charge mixture, affecting

the performance of PFS. Moreover, the effect of spray collapse
on the spray development of the early fuel injection may lead to
high spray-wall interactions that result in increasing soot emis-
sions [14]. Unfortunately, little is known about spray collapse
and spray development under LTGC-PFS conditions.

Computational Fluid Dynamics (CFD) simulations have
shown a lot of potential to guide the optimization of PFS [15–18],
but well-validated spray models are required to obtain reliable re-
sults. The validation of CFD spray simulations are typically
performed using fundamental spray data obtained in constant vol-
ume [19] or constant-flow reaction chambers [20, 21]. Despite
the fact that various databases for gasoline sprays using a gaso-
line direct injection (GDI) injector can be found in the literature,
such as the Spray-G effort of the Engine Combustion Network
[22, 23], results with regular E10 gasoline under conditions rep-
resentative of PFS in an LTGC engine are not easily available.
The objective of this study is to understand the current capabil-
ity of CFD simulations, under PFS representative conditions, to
predict gasoline sprays through quantitative comparisons based
on well-characterized experimental measurements performed in
a constant-volume chamber.

The structure of the paper is the following: first, the ma-
terials and methods are presented, including descriptions of the
experimental facility, the optical diagnostics, and the CFD model
and simulations. Then, the experimental results are discussed
and compared against the CFD results for a quantitative evalu-
ation of the numerical model. Finally, the conclusions of this
investigation are drawn.

2. MATERIALS AND METHODS
2.1 High-speed extinction imaging setup

The spray experiments were carried out in a 1.4L constant
volume chamber which has five (5) optical ports. For high-speed
extinction imaging, a pair of parallel windows were used to take
line-of-sight measurements. A schematic diagram and test image
are shown in Figure 1.

The liquid spray was identified by diffused backlight illu-
mination extinction (DBIE) imaging. A high-speed green light-
emitting diode (LED), Fresnel lens (150 mm, f=150 mm), engi-
neered diffuser, and band-pass filter (center wavelength: 527 nm,
bandwidth: 20 nm, full width-half max: 22 nm) were utilized. A
high-speed digital video camera (Phantom, v611) equipped with
a prime lens (Nikkon, 50 mm f/5) was used to capture images of
spray development in the vessel. The green LED was operated
with a 1 ms command signal duration to freeze the spray in the
visualized frame. The imaging was performed at a shutter speed
of 21,000 frames per second (fps) with an image resolution of
512 by 512 pixels. The aperture of the lens and exposure time of
the high-speed camera was set to 2.8 and 14.5 `s, respectively.
The engineered diffuser supplied a homogeneous light field and
suppressed beam steering by evaporation or temperature field in
the vessel [24]. This imaging technique was designed to col-
lect extinction only by the fuel in its liquid phase, yet not from
the respective vapor. The injector was installed in the chamber
with a rotating mount that enabled the precise angle alignment
while providing a secure sealing of the chamber and fuel pres-
sure. This allowed the viewing angle of the spray to be varied
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FIGURE 1: A SCHEMATIC DIAGRAM WITH OPTICAL COMPO-
NENTS (TOP), AND AN IMAGE OF THE EXPERIMENTAL SETUP
(BOTTOM).

with a fixed camera to obtain the projected liquid volume (PLV)
images at different viewing angles needed for 3D computed to-
mography (CT) reconstruction. DBIE imaging was taken at 16
different viewing angles (injector rotating angle) from 0◦ to 180◦,
with 11.25-degree intervals while 10 injections were recorded for
each injector position. The injector was rotated clockwise when
looking at the nozzle tip. The 200 frames per injection covered a
time span of about 3.0 ms including data during and after injec-
tion. Before each set, background (dark) frames were recorded
with no lighting, and the initial intensity was measured for 20
frames prior to injection to evaluate reference illumination inten-
sity pixel by pixel. This process should be completed within the
count range of the camera (no zero or saturated pixels), making
it possible to accurately measure the extinction signal.

2.2 Image processing method
Extinction imaging is known to be advantageous for spray

characterization because it can provide more quantitative in-
formation for liquid fuel concentration than conventional Mie-
scattering imaging associated with lighting and scattering un-
certainties [25]. Using the measured optical thickness, droplet
size, and extinction coefficient, the PLV along a line of sight
can be derived for direct comparison with CFD results. The
optical thickness in a spray region can be calculated based on
Beer-Lambert law as follows in Eqn. 1:

𝜏 = − ln ( 𝐼
𝐼0
) (1)

where I is transmitted attenuated light intensity due to in-
teraction with the liquid spray, and I0 is incident light intensity
without any extinction. This level of transmission intensity is
reasonable for detection of the spray outline above the noise floor

of the camera, but the vapor-phase beam steering needs to be con-
sidered and accounted for using engineered diffusers [24]. The
measured optical thickness, 𝜏, is correlated to the PLV, which
is the integral of liquid volume fraction (LVF) along the cross-
stream direction y, as follows:

PLV = 𝜏 · 𝜋 · 𝑑3/6

𝐶𝑒𝑥𝑡

=

∫ 𝑦∞

−𝑦∞
LVF · 𝑑𝑦 (2)

Mie-scattering and extinction theories were applied in Eqn.
2, along with assumptions that droplet diameter d and extinction
coefficient 𝐶𝑒𝑥𝑡 do not vary along the line of sight. The PLV in-
dicates how much liquid volume is in a certain projected area, so
it has a unit of mm3(liquid)/mm2. To derive PLV quantitatively,
the important parameters such as 𝑑 and 𝐶𝑒𝑥𝑡 should be quanti-
fied. In particular,𝐶𝑒𝑥𝑡 is a function of droplet size, a wavelength
of light, and a collection angle of the receiving optics. In this
study, droplet diameter was assumed to be 7 µm with fair unifor-
mity across the plume during injection as applied in the previous
studies on PLV quantification of GDI spray [21, 26]. Then, the
𝐶𝑒𝑥𝑡 was calculated as 72.70-6 mm2 using MiePlot [27]. Figure
2 illustrates the image-processing techniques applied to quantify
the spray’s projected liquid volume. Starting from the brightness
of an image under evaluation, ensemble-averaged was normal-
ized using a background image absent of spray. Subsequently,
averaged and corrected intensity values were then translated into
PLV values using Eqn. (2).

As discussed above, PLV data with 16 different viewing
angles were transformed into 3D spray by a computed tomography
(CT) algorithm. A sinogram was built by stacking the extracted
z-plane PLV profile from each viewing angle as shown in Figure
3.

Since the PLV data were available at 16 viewing angles from
0◦ to 180◦, the ‘full view’ CT reconstruction could be conducted
in contrast to the author’s previous studies in which ‘limited
view’ tomography was performed [21, 26]. The reconstruction
was carried out by using a built-in ‘iradon’ function in MATLAB
which uses the filtered back-projection algorithm to perform the
inverse Radon transform. The reconstruction routine was applied
at 15 mm and 30 mm from the nozzle while the Hamming filter
of 0.6 was used.

2.3 Experimental conditions
The spray experiments were carried out under simulated cold

start condition keeping ambient and fuel at 25◦C using a GDI
injector that has 8 axis-symmetric nozzles. It is noted that this
is non-reacting condition with only nitrogen gas in ambient. The
injection command with a duration of 1 ms with injection pressure
of 50 bar, and 100 bar. 16 different injector viewing angles with
11.25◦ interval were applied and the spray was repeated 10 times
per case for extinction imaging. The resulting spray plume angle
was determined from the x-ray imaging. Additionally, the injector
rate profile was determined using a custom in-house machine
learning algorithm [28] and shown in Fig. 4.

2.4 Computational setup
Three-dimensional Large-eddy Simulations (LES) using

CONVERGE (v3.0) [29] were performed to investigate prefer-
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FIGURE 2: PROCEDURES TO ACQUIRE PROJECTED LIQUID VOLUME (PLV) MAP FROM RAW EXTINCTION IMAGE.

FIGURE 3: SINOGRAM FOR LIQUID VOLUME FRACTION RECON-
STRUCTION.
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FIGURE 4: INJECTOR RATE PROFILE AT 50 AND 100 BAR INJEC-
TION PRESSURE.

TABLE 1: PACE-20 COMPOSITION IN LIQUID VOLUME FRAC-
TIONS.

Species LVF [%]
N-pentane 0.1395
N-heptane 0.1153
Iso-octane 0.2505

Cyclo-pentane 0.1050
Toluene 0.0919

1,2,4-Trimethylbenzene 0.1187
Tetralin 0.0295

1-Hexene 0.0541
Ethanol 0.0955

ential evaporation with PACE-20, the gasoline surrogate fuel.
Turbulent eddies of different length scales are formed during
spray phenomena that must be considered to accurately resolve
the spray injection and spray breakup events. LES was preferred
over RANS modeling as RANS models do not resolve the eddy
energy spectrum. For the current study, a LES model, the Dy-
namic Structure model with Favre filtering, is used to model
turbulence with a sufficiently small grid size to resolve the eddy
energy spectrum.

The surrogate fuel PACE-20 was developed as a joint ef-
fort within the United States (U.S.) Department of Energy (DOE)
Partnership to Advance Combustion Engines (PACE) consortium,
and it has shown to match the autoignition reactivity, octane rat-
ing, distillation characteristics, laminar burning velocity, spray
behavior, soot propensity and engine behavior of the real fuel
[30], [31].The PACE-20 is a 9-component surrogate designed to
replicate both the physical and chemical properties of a research-
grade regular E10 gasoline. The composition of PACE-20 is
shown in Table 1. The main properties of both PACE-20 and
the research-grade regular E10 gasoline are shown in Table 2.
Finally, the distillation curve measured according to ASTM D86
Distillation of Petroleum Products and Liquid Fuels at Atmo-
spheric Pressure test of both PACE-20 and the full-boiling range
gasoline are shown in Figure 5.

The phenomena being studied in the current study is spray.
During the spray injection and spray breakup events, turbulent
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TABLE 2: MAIN PROPERTIES OF PACE-20 AND A RESEARCH-
GRADE REGULAR E10 GASOLINE.

Property PACE-20 Regular
E10 gasoline

RON 92.1 92.3
MON 84.5 84.6

H/C ratio 1.964 1.969
Density at 15°C [g/mL] 0.742 0.750

LHV [MJ/kg] 41.71 41.77
PMI 1.51 1.68

HOV [kJ/kg] 407.5 419.9

FIGURE 5: ASTM D86 DISTILLATION CURVE OF PACE-20 AND A
RESEARCH-GRADE REGULAR E10 GASOLINE.

eddies of different length scales are formed. LES was preferred
over RANS modeling as RANS models do not resolve the eddy
energy spectrum. For the current study, a LES model with a
sufficiently small grid size was used to resolve the eddy energy
spectrum. The turbulence model used was the Dynamic Structure
model with Favre filtering. Further details on gird size selection
are described later.

Simulations were performed under non-reacting cold start
conditions with a 𝑁2 ambient. The simulations had matching
conditions to those of the experiments. The injector inputs, for
example number of nozzle holes, plume direction angle, nozzle
diameter was provided by x-ray computed tomography as shown
in Figure 6. An injection rate profile provided by a machine-
learning based model was used for the simulation [28]. The
simulation time was set up to 2 ms after the start of injection
(SOI). The plume direction angle of 25◦ has been defined as an
input based on the previous research [21]. The maximum grid
resolution is 125 `m in the adaptive mesh refinement (AMR) and
fixed embedding regions. AMR is activated based on velocity
gradients. The fix embedding zone is a 10 mm length cone cen-
tered on the injector, with a first radius of 2 mm at the nozzle tips
and a second radius of 5 mm downstream. The model constants
for the spray sub-models were set up on the basis of ECN Spray

G experiments [32]. More details on the numerical setup, includ-
ing the choice of the models used to capture spray breakup and
vaporization, can be found in Table 3. Specifically, the KH-RT
break-up model is selected for use in this study for breakup on the
basis of consistently good performance for accurately predicting
the spray breakup of gasoline sprays as detailed by Som et al. [33]
and Senecal et al. [34]. Figure 7 shows the final mesh size of the
domain at 1.8 ms after the start of injection. The computational
time required for the runs will be discussed in detail in the results
and discussion section of the study.

FIGURE 6: X-RAY IMAGE OF TEST INJECTOR.

FIGURE 7: CUT PLANE OF THE COMPUTATIONAL DOMAIN SHOW-
ING THE FINAL GRID USED FOR THE STUDY AT 1.8 MS ASOI.
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TABLE 3: COMPUTATIONAL SETUP AND PHYSICAL MODEL SE-
LECTION.

CFD CODE AND GRID INFORMATION
CFD code CONVERGE 3.0
Grid Type AMR and fixed embedding

Base grid [mm] 2.0
Embedding level 4

AMR level 4 (based on velocity)
Max. resolution [mm] 0.125

MODELS
Turbulence LES dynamic structure

Spray model
Lagrangian parcel
145,000 - 210,000
parcels per nozzle)

Injection
BLOB

(diameter initial parcels =
nozzle diameter)

Breakup model KH-RT (B0= 0.6 and B1= 5)
Vaporization Frossling

Droplet collision No time counter (NTC)
Droplet drag Dynamic sphere

Droplet dispersion O’Rourke

3. RESULTS AND DISCUSSION
3.1 Computational and Experimental Result Comparison

Projected liquid volume comparison between experiment and
CFD simulation is shown in Figure 8. The experimental value was
calculated by Eqn. (2). The PLV from CFD simulation was also
calculated by identical method. It can be seen that this injector
showed a strong plume collapsing even though the ambient and
fuel temperature was low (cold condition).

Individual plumes were merged together and left intense PLV
signal in the center of the spray. Especially under 100 bar con-
dition when plume got thicker, results showed earlier plume col-
lapsing and specific vortical structure in the leading edge. The
CFD simulation indicated collapsing and similar overall spray
morphology compared to the experimental data. In overall, the
plume dynamics were also able to be captured.

For quantitative comparison, liquid length also calculated
using the line-of-sight PLV measurement with PLV threshold of
0.2x10-3 mm3(liquid)/mm2 for both experiment and CFD simu-
lation. The liquid length result is shown in Figure 9.

As it could be predicted by the previous PLV map shown
in Figure 6, CFD simulations had similar spray development at
early timings, but ultimately showed slightly longer penetration
distance than the experiments, as shown in Figure ??. The CFD
simulation results showed∼4-5 mm longer liquid penetration than
the experimental results for both 50 bar and 100 bar injection pres-
sures. It is possible that the evaporation model is underpredicting
the liquid to gas phase transition of the fuel and thus a larger
portion of the spray remains in liquid phase for a longer period
of time. This would contribute to the longer spray penetration
results predicted by the CFD simulations versus what is observed
in the physical experiments. Further parameter tuning of the
spray evaporation model could help resolve this discrepancy that

is noted between CFD results and the validation experiments.
For more detailed comparison, local liquid volume fraction

(LLVL) was compared between experiment and CFD simulation.
Figure 8 presents liquid volume fraction at 15 mm and 30 mm with
50 bar and 100 bar conditions. It is noted that the experimental
data indicates local liquid volume fraction enabled by 3D CT.
At 1ms after start of injection, plumes were merged together
by strong plume-to-plume interactions. As confirmed in the line-
of-sight measurement, stronger plume merging was detected with
higher injection pressure case showing narrower profile of LVF at
cut plane. The CFD simulation had more plume collapsing under
100 bar condition showing higher level of LVF at the center of the
spray. The plumes in CFD at the 15 mm plane showed relatively
larger individual plumes than the experiment, however, at 30 mm
plane, it showed good agreement not only for plume size, but also
location. As this simulation is Lagrangian parcel simulation, the
local LVF is not continuous by its nature, but CFD simulation
showed similar level of local LVF compared to the experiment.

A few other discrepancies to note that may explain compu-
tational and experimental result mismatches are as follows. In
the experiments, gasoline is used for injection. The PACE-20
surrogate has physical properties very similar to the real gasoline
E10 fuel, however, it can be seen from Figure 5 there is still some
difference between the distillation curve of regular E10 gasoline
and PACE-20 surrogate. It is reasonable to believe that this can
explain some of the discrepancies observed in the modeling re-
sults. Another cause of computational uncertainty can be the
decision to use the Spray G experimental data for the spray sub
models as the injector used for the current study is not exactly
the same as Spray G injector. However, considering the long
computation time for these runs that is described in further detail
in the next section, the authors agreed to use the Spray G spray
sub models constants instead of running sensitivity analysis of
different spray sub model constants. This approach was decided
and deemed reasonable since the Spray G Delphi 8 hole GDI
injector is similar to the injector used in the current study.

3.2 Computational Model Parameters Trade-offs
Through the course of this work, the authors found the com-

putational results to be highly dependent on the computational
model parameters presented. Grid independence studies could
not be classically performed as LES require a specific fine grid
size to ensure that enough of the turbulent kinetic energy is being
resolved. In their work, Rutland [35] have shown that for engi-
neering LES studies resolving 60-80% of the flow kinetic energy
is sufficient for internal combustion (IC) engines.

Some of the computational limitations encountered are de-
tailed below. Once the domain reached the 20 million cell limit,
the the sub-grid scale (SGS) of the velocity started to increase, as
seen in 11 as the 100 bar case required higher parcel count. Best
practice recommendations are to keep the SGS velocities under
a range of 0.5-1.0 m/sec, which was accomplished for both the
modeling runs.

The results presented are highly dependent on computational
model parameter.

Additionally, there is a trade off between number of parcels,
mesh size, and computational resources required. As the mesh
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FIGURE 8: COMPARISON OF PROJECTED LIQUID VOLUME AT (A) 50 BAR FUEL INJECTION PRESSURE, AND (B) 100 BAR FUEL INJECTION
PRESSURE TOP: EXPERIMENT, BOTTOM: CFD SIMULATION.

size needs to be fine enough to resolve a substantial portion of
the turbulent kinetic energy (TKE) for the LES computations,
the number of parcels needs to be increased exponentially to
make sure the spray penetration in not over predicted due to more
mass being injected in lesser number of parcels and to maintain
adequate spray resolution. Runs up to 580,000-840,000 parcels
per nozzle with a base grid size of 0.0625mm were trialed and
could be computed, albeit at unreasonably long turn around times
of more than 3 weeks per injection event. Attempting to perform a
grid independence study at half the base cell mesh size of 0.03125

mm would require a quadrupling of the parcel count to the tune
of 2,320,000-3,360,000 parcels per nozzle, which would entirely
be computationally prohibitive with reasonable academic high
performance computing (HPC) resources.

Ultimately values of 120,000-250,000 parcels per nozzle
were feasible to be solved using 250-300 cores and around 10
days of computational run time. 120,0000 parcels per nozzle
provided adequate, but not sufficient matching to the experimen-
tal results, but 145,000-210,000 parcels per nozzle, a base mesh
size of 2 mm with level 4 fixed embedding and AMR running on
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FIGURE 9: LIQUID PENETRATION COMPARISON BETWEEN EX-
PERIMENT (SOLID LINE) AND CFD (DASHED LINES) SIMULATION
AT 50 AND 100 BAR INJECTION PRESSURE CONDITIONS.

250 cores allowed for the results in Figures 6-10 to be determined.
It is clear that a trade-off between computational accuracy

and the amount of computational resources required exists. Ul-
timately, the above mentioned settings are a good compromise
to the technical conundrum created between reducing computa-
tional expense at the cost of decreasing model accuracy and still
maintaining enough fidelity to capture the major physics involved
in computationally representing the physical spray phenomena.

4. SUMMARY AND CONCLUSIONS
In this study, a detailed quantitative comparison method be-

tween experimental studies and CFD simulation is established.
In the physical experiments, detailed information of projected
liquid volume and local liquid volume fraction were derived by
line-of-sight integration and computed tomographic reconstruc-
tion, respectively. Additionally, high-resolution x-ray CT for the
injector geometry was carried out to deliver precise inputs re-
quired for the computational studies. The high-speed extinction
imaging provided good spatial-temporal spray information for
quantitative CFD validation. We tested this method in a GDI
spray and validated the comparison approach. Detailed compari-
son showed similar spray development and evaporation than that
of what was predicted by the LES modeling results. The com-
putational results show slightly longer liquid penetration length
and width at later injection timings, however, the LES simula-
tion results were able to capture the strong plume collapsing of
the experimentally tested injector. The study showed that using
580,000-840,000 parcels per nozzle with a grid size of 0.0625
mm take around 3 weeks of run-time per simulation. For the grid
size of 0.125 mm with 145,000-210,000 parcels per nozzle al-
lowed decent agreement with the experimental data with around
10 days of computational time. This study ultimately outlines a
methodology that allows for a level of understanding to be gained
by performing quiescent constant volume experiments to help
improve the confidence interval of a selected spray model and the
use of default parameters to characterize and validate 3D CFD
spray modeling for use in engine applications.

FIGURE 10: LOCAL LIQUID VOLUME FRACTION AT 15 MM AND 30
MM WITH AN INJECTION PRESSURE OF (A) 50 BAR, AND (B) 100
BAR AT 1 MS ASOI. EXPERIMENTAL RESULT PRESENTED IN THE
LEFT COLUMN, AND THE CFD IS SHOWN IN THE RIGHT COLUMN.
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FIGURE 11: SUB-GRID SCALE VELOCITIES STAYED BELOW THE
RECOMMENDED 0.5 M/SEC VELOCITY.
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