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ABSTRACT
As emissions regulations for greenhouse gas emissions be-

come more strict, it is important to increase the efficiency of
engines by improving on the design and operation. Current
optimization methods involve performing large numbers of ex-
perimental investigations on physical engines or making use of
detailed Computational Fluid Dynamics modeling efforts to pro-
vide visual and statistical insights on in-cylinder behavior. The
latter still requires experimental data for model validation. Both
of these methods share a common set of problems, that of being
monetarily expensive and time consuming. Previous work has
proposed an alternative method for engine optimization using
machine learning (ML) models and experimental validation data
to predict scalar values representing different parameters. With
such models developed, one can then quickly iterate on operat-
ing conditions to find the point that maximizes an application-
dependent reward function. While these ML methods provide
information on individual performance parameters, they lack key
information of in-cylinder indicators such as cylinder pressure
traces and heat release curves that are traditionally used for per-
formance analysis. This work details the process of implement-
ing a Multilayer Perceptron (MLP) model capable of accurately
predicting crank-angle resolved high-speed in-cylinder pressure
using equivalence ratio, fuel injection pressure and injection tim-
ing as input features. It was demonstrated that the model was
able to approximate engine behavior with mean squared error
lower than 0.05 on a 1-55 range in the test set. This approach
shows potential for greatly accelerating the optimization process
in engine applications.

NOMENCLATURE
Abbreviations
aTDC After Top Dead Center
CAD Crank Angle Degrees
COV Coefficient of Variation
EVC Exhaust Valve Closing

∗Corresponding author: dimitris.assanis@stonybrook.edu

EVO Exhaust Valve Opening
HPO Hyperparameter Optimization
IMEP Indicated Mean Effective Pressure
IVC Intake Valve Closing
IVO Intake Valve Opening
MAE Mean Absolute Error
ML Machine Learning
MLP Multilayer Perceptron
MSE Mean Squared Error
ReLU Rectified Linear Unit
RPM Rotations per Minute
TDC Top Dead Center
Greek letters
𝜙 Equivalence Ratio
Superscripts and subscripts
n Net

1. INTRODUCTION
With the imminent threat of global warming due to the excess

of greenhouse gases in the atmosphere, emissions regulations are
becoming stricter. Although the percentage of electric vehicles
on the road is increasing, engines are still expected to be largely
present in the transportation sector in the near future. In par-
ticular compression ignition engines, which are mostly used in
heavy-duty vehicles that tend to have high load and long range
requirements, and are thus difficult to electrify. In order to keep
up with the changing regulations, engines must be optimized to
convert energy efficiently while keeping emissions low.

The most reliable method of engine optimization is to per-
form physical experiments and tune parameters to set of condi-
tions that optimizes a given output parameter or reward function.
However, it is expensive and time consuming since it requires a
great deal of trial and error and experiments take long to reach
steady state operation at each operating condition. One way to im-
prove on this optimization process is to have numerical models
of the engine that can quickly iterate on the operating condi-
tions and generate outputs that closely agree with experimental
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data. Traditional engine models involve zero-dimensional [1–3],
one-dimensional [4], and three-dimensional [5–8] computational
models that take into account varying levels of detail about the
physics of the engine breathing events as well as the combustion
process. However, each of these presents drawbacks when ap-
plied in engine optimization. One of the shortcomings in all of
these models is the time and effort required to properly tune the
model so that it agrees with experimental results, which can be
quite significant. In addition, 3D Computational Fluid Dynamics
models are also extremely expensive when it comes to computa-
tional resources, and thus become even more expensive and time
consuming than physical experiments. Reduced Order Modeling
methods have also been applied in previous work [9–11] to aid
physics models in predicting engine behavior, but suffer from an
extensive calibration process. A reduced order modeling method
was also compared to Machine Learning (ML) algorithms in [12],
where the ML based algorithm showed significant improvement
in performance.

Considering the shortcomings of physics-based methods, the
applications of ML algorithms to study engine control and mod-
eling [13] as well as general combustion science [14] and chem-
istry [15] have been extensively studied in recent years. In engine
modeling, the principle of ML methods is that they operate in a
data-driven black-box approach, where the input/output relation-
ship from experimental data is non-linear and multi-dimensional,
and the ML model is used to curve-fit in this multi-dimensional
space. This is appealing from an optimization perspective be-
cause if a (relatively) small dataset is generated across a wide
range of operating conditions, the ML model can learn from this
data and quickly predict engine behavior at any point inside the
sampled range and thus find optimal operating conditions. Many
attempts at predicting engine behavior with ML models have
been successful, such as predicting exhaust gas temperature [16],
brake power [17], torque [17, 18], brake specific fuel consumption
[17–19], emissions concentrations [17, 19–21], engine efficiency
[19], combustion timing of a Homogeneous Charge Compression
Ignition (HCCI) engine [22], and exergetic parameters [23].

There have been efforts in existing literature to predict en-
gine in-cylinder pressure using Extreme Learning Machine [24].
The model detailed in [24] used the crankshaft position and in-
stantaneous engine speed as inputs to the model, and for every
combination of crankshaft position and engine speed it predicts a
value for the in-cylinder pressure. However, such a model would
only work to quantify the in-cylinder pressure for an engine with
previously tuned and fixed parameters in the Engine Control Unit,
meaning at a given engine speed all parameters would be constant
independent of throttle position. While it would allow for having
on-board access to the in-cylinder pressure in a vehicle on the
road, it would not be useful in the engine research and optimiza-
tion process. To the best of the authors’ knowledge, there are
currently no deep learning models that can predict crank-angle
resolved in-cylinder pressure while taking into account many op-
erating conditions to make the model more flexible and allow for
a broader exploration process.

Once a model that can reliably and quickly predict engine
behavior is obtained, it can be coupled with numerical optimiza-
tion algorithms to find the operating conditions that maximize a

reward function. This reward function can be specified by the
user depending on the application. ML methods are great candi-
dates to be used with such algorithms due to its high accuracy and
low computational cost, as demonstrated in literature. Examples
include using this pathway to optimize engine geometry [25–30]
as well as engine operating parameters [25, 29, 31].

Therefore, in this work a Multilayer Perceptron (MLP) model
was developed to predict crank-angle resolved in-cylinder pres-
sure values for internal combustion engines, in this case a com-
pression ignition engine, using as input the equivalence ratio, fuel
injection timing and fuel injection pressure. Experimental data
was collected in-house and used for training and validation of the
model. Hyperparameter Optimization (HPO) was performed to
find the optimal hyperparameters for the model.

2. METHODOLOGY
The following section provides details about the data col-

lection process, as well as the hardware and software used, and
insights on the parameters of the model, the model optimization
process and data pre-processing.

2.1 Experimental Setup and Procedure
In order to properly train and test the model, a symmetric

and consistent data set is ideal. The data used in this work was
collected in-house using a single-cylinder compression ignition
Ricardo Hydra research engine. Details of the engine geometry
are provided in Table 1. The in-cylinder pressure was measured
every 0.1 Crank Angle Degrees (CAD) using a Kistler 6045B
pressure transducer. The fuel injection pressure is measured by
a Kistler 4067E pressure sensor also at a resolution of 0.1 CAD.
The actuator to control the fuel pressure is a Bosch CP3 injection
pump, and the controls for the sensor-actuator fuel system are
implemented in an in-house LABVIEW code. The LABVIEW
code is used to display relevant information from raw as well
as processed data from the sensors and also to communicate
user inputs to the actuators. The equivalence ratio (𝜙) of the
combustion is measured in the exhaust runner by a LambdaCAN,
and it is controlled by manually setting the desired opening time
of the fuel injector in the LABVIEW code. A DyneSystems eddy
current dynamometer is connected to the engine’s crankshaft via
a driveshaft and is used to measure the torque output as well as
to control the engine speed according to the desired user input.

Throughout the experiments the engine speed was held con-
stant at 1200 rotations per minute (RPM). In order to protect
engine parts from damage due to excessive pressure increase, the
knock limit was established to be when the maximum pressure
rise rate (MPRR) exceeded 10 bar/CAD, so only data points that
fell below this threshold were recorded. The procedure adopted
for the experiments was to first set a desired fuel injection pressure
and 𝜙. Once the engine was operating at these conditions, a fuel
injection timing sweep was performed where the injection timing
was varied from knock limit to misfire limit, with the step size
varying depending on how wide the range of possible injection
timings between knock and misfire limits was. Once the injection
timing was swept at a given 𝜙 and fuel injection pressure, the 𝜙

was increased and the same process of injection timing sweep was
repeated. The values of 𝜙 were varied from 0.2 to 0.4 in steps of
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TABLE 1: EXPERIMENTAL SETUP DETAILS

Stroke [mm] 86
Bore [mm] 79
Connecting Length Rod [mm] 160
Compression Ratio 15.5:1
Number of Valves per Cylinder 4
Piston Pin Offset [mm] 0.6
Exhaust Valve Opening (EVO) [°aTDC] 122
Exhaust Valve Closing (EVC) [°aTDC] 366
Intake Valve Opening (IVO) [°aTDC] -354
Intake Valve Closing (IVC) [°aTDC] -146

0.05. Once all injection timings and all 𝜙 values were explored
at a given injection pressure, the injection pressure was increased
and the same injection timing and 𝜙 sweeps were performed. The
fuel injection pressure was varied from 450 bar to 850 bar in steps
of 100 bar. For each point in this exploration matrix two files were
saved, each containing the values for 300 consecutive cycles at a
fixed condition (within experimental error). All parameters var-
ied in the experiments, namely equivalence ratio, fuel injection
pressure, and fuel injection timing, were used as inputs features
to the model, with the cylinder pressure as the output.

2.2 Computational Setup
The computer used for the model training and validation was

a Dell Precision 3660 with a 12𝑡ℎ Gen Intel(R) Core i7-12700
Central Processing Unit and NVIDIA RTX A2000 Graphics Pro-
cessing Unit (GPU). The programming language of choice is
Python. Data pre-processing was done using the Python library
Numpy [32], and the ML models were built using the deep learn-
ing library PyTorch [33]. For the HPO process the library Optuna
[34] was used.

2.3 Model Architecture and Parameter Selection
Multilayer Perceptrons (MLP), also known as Feed Forward

Neural Networks, are the most basic of the deep learning archi-
tectures. MLP models have in general three types of layers: an
input layer, one or more hidden layers, and an output layer. As
the name suggests, the input layer contains the input data that is
being used to make a prediction. Each node in the input layer
represents one feature, or one parameter that is to be used by the
model to make the prediction. The hidden layer, or sequence of
them, is the heart of the model in which the data transformations
are performed. The goal of the hidden layers is to change the
representation of the data so that it can be linearly separable at
the output layer. Lastly, the output layer is where the predicted
values are outputted by the model. Each node in the output layer
represents one parameter that is to be predicted by the model.
Moving from the input layer in the direction of the output layer is
known as a forward pass through the model.

In MLP models, each node from one layer is connected to
every node in the next layer, and is not connected to nodes in
its own layer. This connection, or edge, is given by an affine
transformation followed by a non-linear activation function. The
vector of values at hidden layer 𝑖, labeled h𝑖 , can be calculated as
follows:

Input Hidden Hidden Hidden Output
LayerLayer 3Layer 2Layer 1Layer

FIGURE 1: MULTILAYER PERCEPTRON MODEL ILLUSTRATION

h𝑖 = 𝑔𝑖 (A𝑖h𝑖−1 + b𝑖) (1)

Where A𝑖 is the matrix containing the weights of all the edges
connecting layer 𝑖 − 1 to layer 𝑖, h𝑖−1 is the vector containing the
values at each node of hidden layer 𝑖 − 1, b𝑖 is the bias vector
for hidden layer 𝑖, and 𝑔𝑖 (·) is the non-linear activation function
for layer 𝑖. The weight matrix A𝑖 and the bias vector b𝑖 are the
trainable parameters of layer 𝑖, and the combination of weights
and biases is typically referred to as simply the weights of the
model. Figure 1 shows a diagram of an MLP model with three
input parameters, three hidden layers, and two output parameters.
Each arrow in the diagram represents an edge connecting the
previous layer to the next layer, meaning Eqn. 1 is applied to the
data from the node in the previous layer to yield the value in the
node in the following layer.

The error between the true label y and the predicted values
ŷ, both of which have the same dimensions and are vectors of
the same length as the number of parameters being predicted,
is given by the loss function. In order to train the weights and
biases of all the layers in the model to reduce the value of the
loss function, and thus reduce the error in the predicted values,
the gradient of the loss function with respect to the weights must
be calculated. For this, the backpropagation algorithm is used
[35], which calculates the gradient of the loss function by making
a backward pass in the computation graph given by the model.
Once the gradient is calculated, an optimization algorithm must
be employed to update the weights using this gradient. Moving
from the output layer to the input layer to calculate the gradients
and update the weights of the model is known as a backward pass
through the model.

Deep learning models such as MLPs have many hyperpa-
rameters. These are parameters that affect the performance of the
model and that must be chosen by the creator of the model. The
values of hyperparameters that optimize the performance of a
model tend to vary significantly depending on many factors such
as whether it is a regression or classification problem, how much
training data is available, how easily patterns can be observed in
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the data, etc. Examples of hyperparameters include, but are not
limited to, the number of nodes in each hidden layer, the number
of hidden layers, the activation function, the loss function, and
the algorithm used for optimization. A common way of finding
good values for the hyperparameters for a specific problem is to
employ some form of HPO algorithm, such as grid search, to
test many different values and choices of functions and evaluate
which combination produces the best result.

2.3.1 Loss Function and Evaluation Metrics. In order for
the model to minimize the difference between true and predicted
values, a loss function must be selected to quantify the difference
between true and predicted vectors in a single scalar value. Two
of the most widely used loss functions for a regression problem
such as the one presented in this work are the Mean Absolute
Error (MAE) and Mean Squared Error (MSE). The formulas for
calculating each of these errors are listed below.

𝑀𝐴𝐸 =
1
𝑛

𝑛∑︂
𝑖=1

|y𝑖 − ŷ𝑖 | (2)

𝑀𝑆𝐸 =
1
𝑛

𝑛∑︂
𝑖=1

(𝑦𝑖 − �̂�𝑖)2 (3)

Where 𝑦 represents the vector containing the true values, �̂� rep-
resents the vector containing the predicted values, and 𝑛 stands
for the number of values in 𝑦 and �̂�.

Because the MSE increases with the square of the difference
between true and predicted values, it penalizes the model more
heavily for larger discrepancies in the predicted value than the
MAE. Due to the large fluctuation in the magnitude of the pressure
values in each cycle, ranging from 1 to as high as 80, the loss
function should be aggressive in penalizing large differences so
that the model can more easily approximate the shape of an engine
pressure trace. For this reason, the MSE loss function was chosen
for this application.

While the MSE can also be used as a performance metric,
it is important to quantify the "goodness" of the fit in more than
one way. For this purpose, the coefficient of determination, or
𝑅2 score, is used. This is a tool that evaluates the linear corre-
lation between the predicted value �̂� and the true value 𝑦. It is
usually a value between 0 and 1, with 1 indicating a strong linear
correlation. It is calculated using the formula below.

𝑅2 = 1 −
∑︁

𝑖 (y𝑖 − ŷ𝑖)2∑︁
𝑖 (y𝑖 − �̄�)2 (4)

Where y is the vector containing the true values, ŷ is the vector
containing the predicted values, and �̄� is the mean of the vector
y. The values reported for the 𝑅2 score throughout this work are
calculated for each individual cycle, then averaged for the batch,
and lastly averaged for the set. This means that for every cycle the
𝑅2 score was calculated to analyze the linear correlation between
the true values for that cycle and the predicted values. All the
individual values for each cycle in a batch of examples were
calculated and summed, then divided by the number of examples
in the batch. Lastly, all the values for the 𝑅2 scores of all batches
were summed and divided by the number of batches in the set
(either training, validation, or test set).

2.3.2 Hyperparameters for Optimization. To get the
model to perform well, it is necessary to tune many hyperparam-
eters simultaneously. That is the purpose of the HPO process, to
train the model with different combinations of values and evaluate
which yields the best performance. However, due to the iterative
nature of HPO, it is a computationally intensive task. It was thus
decided by the authors to carefully select which hyperparameters
would be optimized during HPO and which would not, balancing
a trade-off between computation time and estimated impact on
model performance based on previous knowledge. The optimizer
for updating the weights of the model was chosen to be Adam [36]
in all cases, so it is not included in the HPO process. However,
the Adam optimizer has its own set of hyperparameters, and the
learning rate was chosen as a tunable parameter.

In this work, a common technique in ML called learning
rate decay was employed. The idea behind this technique is to
change the value of the learning rate of the optimizer as training
progresses. This is beneficial because at the start of the training
process there is a benefit to having a large learning rate so it
can explore a wide range of values for the weights of the model,
moving between many regions of the multidimensional space
formed by the model’s weights and explore many areas with
different local optima. However, as the model advances in the
training process, it should find its way to the general area with
the local optimum that yields the lowest error in the prediction,
ideally the global optimum. But with a large learning rate it will
likely not converge to the local optimum and will instead move
around it without ever reaching it. At this point the learning
rate should be decreased so it can perform a more refined search
for the optimum. There are many different strategies for how to
update the learning rate, and a very common one to use is the Step
Decay (StepLR Scheduler in PyTorch) which drops the learning
rate by a given factor (𝛾) every given number of epochs, referred
to as the step size. In all training processes in this work the Step
Decay was used with a learning rate multiplicative factor 𝛾 of 0.1
at a step size of 50 epochs.

Also on the list of hyperparameters in the HPO process are
the number of hidden layers, the number of nodes in the hidden
layers, and the choice of activation function between Rectified
Linear Unit (ReLU) [37], leaky ReLU [38], and the hyperbolic
tangent, tanh. The batch size, which is the number of training
examples the model processes before updating the weights, was
chosen to be fixed at 32. Table 2 summarizes the hyperparameters
of the model, their range, and whether they were chosen to be
optimized in the HPO process or not. The learning rate was
sampled on a logarithmic scale between the ranges specified in
Table 2, while the number of hidden layers was sampled linearly.
As for the number of nodes in the hidden layers, a common
practice is to use a number of nodes that is a power of 2. For this
reason, the exponent n was sampled linearly and the number of
nodes used for each sample was 2n.

2.4 Data Description
Perhaps the most important part of developing a good ma-

chine learning model is understanding the data to be used. As
mentioned in Section 2.1, the data was collected in-house in
an experimental setup. For each set of operating conditions two
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TABLE 2: MODEL HYPERPARAMETERS

Hyperparameter Range of Values Optimized in HPO
Batch Size 32 No
Loss Function MSE No
Optimizer Adam No

𝛽1, 𝛽2, 𝜖 [Adam] 0.9, 0.999,
10−8 No

StepLR Scheduler 𝛾 0.1 No
StepLR Scheduler
Step Size 20 epochs No

Adam Learning Rate [10−4, 10−2] Yes
Number of Hidden
Layers [2, 10] Yes

Nodes in Hidden
Layers [27, 211] Yes

Activation Function [tanh, ReLU,
Leaky ReLU] Yes

data points were collected, each containing 300 individual cycles.
When separating the full data set into training set, validation set,
and test set, all 300 cycles corresponding to one data point were
grouped together. Random sampling was then performed to sam-
ple which data points would be in each of the training, validation,
and test sets. This ultimately means that if, for example, data
point number 10 was sampled to be in the validation set, all 300
cycles corresponding to data point number 10 will be included in
the validation set. Using this method, the full set which contains
192 data points, or 57600 cycles, was approximately divided into
80% for the training set, 10% for the validation set, and 10% for
the test set. The sizes of the training, validation, and test sets
used were 46500, 5400, and 5700, respectively.

For each cycle the parameter to be predicted, the cylinder
pressure, contained 7200 values corresponding to the pressure
value at every crank angle degree from -360° to 360°. However,
it was found that the model was easily able to predict the behavior
at intake and exhaust strokes. The most crucial part to be predicted
was the combustion process, and for this reason it was decided
to focus the model’s efforts in predicting the pressure values only
between -100 and 200 degrees relative to firing Top Dead Center
(TDC). Therefore, the output layer of the model must have 3000
nodes, each corresponding to one pressure value between -100
and 200 degrees at a resolution of 0.1CAD. As for the input data,
the three parameters that were varied in the experiments, namely
fuel injection timing, fuel injection pressure of the cycle at time
of injector opening, and equivalence ratio 𝜙, were used as inputs
to the model as all three are known from previous knowledge of
the system to have significant effect on the output.

However, available hardware for determining 𝜙 has a sam-
pling rate lower than what is required to sample once per cycle
at the engine speed of 1200RPM. In this setup it is measured
once every two seconds, which is the equivalent of 15 measure-
ments during 300 cycles or one measurement every 20 cycles.
For this reason, feature engineering was required to make use of
all 300 cycles for each data point given that the size of the data
set contributes heavily to the performance of the model.

FIGURE 2: IMEPn AS A FUNCTION OF φ

2.5 Data Pre-Processing
2.5.1 Feature Engineering. Because the 𝜙 is known from

previous experiments to have a strong linear correlation to the net
indicated mean effective pressure (𝐼𝑀𝐸𝑃𝑛), a statement can be
made that:

𝜙 = 𝑓 (𝐼𝑀𝐸𝑃𝑛) (5)

The exact form of the relationship from Eq. 5 can be obtained by
obtaining the slope of the curve generated by plotting 𝐼𝑀𝐸𝑃𝑛 as a
function of 𝜙. Given a group of data points, linear regression can
be performed to obtain the equation of the line that minimizes the
mean squared error between the line and the data points. Figure 2
shows the data obtained for this particular engine. Using the
equation of the line from Fig. 2 and solving for 𝜙, Eq. 5 can be
formally written as:

𝜙 = 0.095(𝐼𝑀𝐸𝑃𝑛) − 0.027 (6)

The 𝐼𝑀𝐸𝑃𝑛 has one value for every cycle since it is calculated
from the cylinder pressure values according to the following equa-
tion:

𝐼𝑀𝐸𝑃𝑛 =

∫
𝑐𝑦𝑐𝑙𝑒

𝑃𝑑𝑉

𝑉𝑑

(7)

Where 𝑃 is the instantaneous in-cylinder pressure, 𝑉 is the in-
stantaneous volume in the cylinder, and 𝑉𝑑 is the displacement
volume of the engine. Another parameter that can be easily cal-
culated is the Coefficient of Variation (𝐶𝑂𝑉) of the 𝐼𝑀𝐸𝑃𝑛,
labeled 𝐶𝑂𝑉𝐼𝑀𝐸𝑃𝑛

, which is defined by the ratio of the standard
deviation to the mean of the data set and measures the variability
of a data set irrespective of the mean. And because of Eq. 5, it
can be concluded that:

𝐶𝑂𝑉𝜙 = 𝑓 (𝐶𝑂𝑉𝐼𝑀𝐸𝑝𝑛 ) (8)

The actual form of Eq. 8 can be calculated from Eq. 6. Because
the 𝐶𝑂𝑉 quantifies the variation of a parameter, the 𝐶𝑂𝑉𝜙 can
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be calculated by taking the first derivative of 𝜙 with respect to the
𝐼𝑀𝐸𝑃𝑛, or the slope of the curve of Eq. 6.

𝐶𝑂𝑉𝜙 (𝐶𝑂𝑉𝐼𝑀𝐸𝑃𝑛
) = 𝑑𝜙

𝑑𝐼𝑀𝐸𝑃𝑛

= 0.095𝐶𝑂𝑉𝐼𝑀𝐸𝑃𝑛
(9)

With this in mind, the following procedure was used to ex-
pand the 𝜙 measurements into a data set of the same length and
same 𝐶𝑂𝑉 as the 𝐼𝑀𝐸𝑃𝑛 for each cycle. Because one 𝜙 mea-
surement is made every 20 cycles, each data point containing 300
cycles is divided into groups of 20 cycles and each group has one
𝜙 measurement associated to it. Then, for each group, the offset
coefficient for each of the 20 cycles is calculated based on the
𝐼𝑀𝐸𝑃𝑛 using the following formula:

𝛿 = 0.095
IMEPn − 𝜇𝐼𝑀𝐸𝑃𝑛

𝜇𝐼𝑀𝐸𝑃𝑛

(10)

Where IMEPn is the vector containing the 𝐼𝑀𝐸𝑃𝑛 values and
𝜇𝐼𝑀𝐸𝑃𝑛

is the mean of the 𝐼𝑀𝐸𝑃𝑛. Using this offset coefficient,
the vector containing the values of 𝜙 can then be calculated.
It is assumed that the 𝜙 measurement associated to each group
corresponds to the 𝜙 value of the first of the 20 cycles in the
group. Therefore, the mean 𝜙 value of the group, 𝜇𝜙 , can be
calculated by:

𝜇𝜙 =
𝜙𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

1 + 𝜹0
(11)

In Eqn. 11, 𝜙𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 represents the measured 𝜙 value associated
with the group and 𝜹0 represents the first 𝛿 value in the group.
Finally, the vector of 𝜙 values corresponding to the group can be
calculated by:

𝝓 = 𝜇𝜙 (1 + 𝜹) (12)

2.5.2 Input Normalization. Input normalization is widely
used in machine learning because it is a simple process that can
significantly speed up convergence during training. The idea
behind it is to normalize all features of the model to have a mean
of zero and be in the same range of values. This makes it so
that the gradient is calculated with the same resolution for all
features, and thus can converge at similar rates towards optima in
all directions. There are many types of input normalization, and
the one used in this work is described in the formula below:

Xnorm =
X − 𝝁

𝝈
(13)

Where Xnorm is the normalized matrix containing the training
set, X is the matrix containing the raw training set, 𝝁 is the vector
containing the mean of each feature of the training set, and 𝝈
is the vector containing the standard deviation of each feature of
the training set. It is important to note that when evaluating the
model with either the validation or test set, the input should be
normalized using the same mean and standard deviation as the
training set. The authors found that for the data set and model
utilized in this work the use of input normalization improved
convergence time by a factor of 4, and yielded 2 to 5 times lower
MSE loss.

TABLE 3: HPO RESULTS

Hyperparameter Value
Learning Rate 6.408 · 10−4

Number of Hidden Layers 10
Nodes in Hidden Layers 256
Activation Function Leaky ReLU

2.5.3 Cylinder Pressure Filtering. The raw cylinder pres-
sure traces presented significant noise due to the inherent error
of the physical sensor as well as traveling pressure zones in the
combustion chamber. This noise was found to significantly de-
grade the performance of the model. To mitigate this, a second
order Butterworth digital filter with critical frequency of 0.05Hz
from the Scipy library was used.

3. RESULTS AND DISCUSSION
The following section provides details about the findings of

the Hyperparameter Optimization process, and the final perfor-
mance results obtained with the optimized model.

3.1 Model Optimization
The HPO process was performed using the Optuna [34] li-

brary. Optuna’s default sampling algorithm is Tree Parzan Esti-
mator [39], and this was the algorithm chosen for this work. The
search space of the HPO is described in Sect. 2.3.2. During the
HPO process, the loss function used was MSE for calculating the
gradients and updating the weights of the model, and the metrics
used to evaluate and compare the models was the coefficient of
determination, or 𝑅2 score. Each model was trained using the
training data set and evaluated using the validation data set.

Two separate HPO studies were performed. Initially 2000
models with distinct combinations of hyperparameter values were
evaluated to find the optimal combination. The number of epochs
to train each model was set to 150; however, pruning was used
to reduce the number of calculations. This is a feature offered
in Optuna that monitors intermediate objective values and stops
unpromising trials early in the training process. In this initial
study it was found that the optimal number of layers for the
model was of 2, which is the lowest value in the range tested.
This behavior was unexpected seeing that models with larger
number hidden of layers, or deeper models, should be able to
generalize better to unseen data than shallow models with less
hidden layers. Shallow models tend to overfit to the training set,
and thus perform worse in unseen examples when compared to
deeper models [40]. It was then proposed that perhaps shallow
models would converge more quickly than deep models in the
early stages of training due to this overfitting tendency. And
because of pruning, the deep models were being ruled out as
possible candidates due to slow convergence in the beginning,
but would eventually achieve better performance if allowed to
finalize the training process.

A second study was then performed without pruning and
with 200 combinations of hyperparameters for 80 epochs. This
study confirmed the thought proposed by showing the best per-
forming model contained 10 hidden layers, the highest number of
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TABLE 4: PERFORMANCE METRICS FOR TRAIN, VALIDATION,
AND TEST SETS

Metrics Train Set Validation Set Test Set
MSE 3.0288 · 10−2 5.9731 · 10−2 4.3985 · 10−2

R2 0.99982 0.99964 0.99974

FIGURE 3: MSE LOSS AND R2 SCORE OF TEST AND VALIDATION
SETS DURING TRAINING OF MODEL

layers in the search space. Perhaps if more computational power
was available it would have been demonstrated that the optimal
number of hidden layers is even larger. The optimal combination
of hyperparameter values obtained from the HPO process is listed
in Table 3. However, possible overfitting was still observed in the
model after HPO, and thus regularization was applied.

3.1.1 Dropout Regularization. Regularization techniques
are commonly applied to prevent overfitting the model to the
training data set. A simple yet effective regularization technique,
known as dropout [41], works by dropping random nodes in each
layer, as well as their connections to nodes in other layers, accord-
ing to a probability 𝑝. The value of 𝑝 refers to the probability
of a particular node being kept, thus a 𝑝 value of 1 would mean
no nodes are dropped and 𝑝 = 0 means every node is dropped.
This essentially creates different architectures each time it sam-
ples from 𝑝 during training. During test time, dropout is not
applied and the final result can be thought of as an average of all
the architectures created during training. In this work, a dropout
probability 𝑝 of 0.7 was used, and was found to prevent over-
fitting while not significantly reducing the training speed of the
model. Due to the working principle of dropout, and following
the practical guidance provided in [41], the number of nodes 𝑛 in
each hidden layer was adjusted to be 𝑛/𝑝. From the results of the
HPO, 𝑛 = 256, so the final number of nodes in each hidden layer
reported in this work is 365.

3.2 Model Performance Results
Once the optimal parameters for the model were found in

the HPO, the model was trained again using a larger number of
epochs. The time required to train the model for 100 epochs using

the training data set with 46500 examples, the hyperparameter
values found in the HPO process and the computational setup
described in Sect. 2.2 was of 1028 seconds. For reference, using
the same computational setup and the same training data set, the
training time over 100 epochs of the model using the smallest
model size from the HPO search space (2 hidden layers, 128
nodes each layer) was of 787 seconds, which yielded 𝑅2 values
of 0.99978, 0.99970, and 0.99970 on the training, validation,
and test data sets, respectively. On the other hand, using the
largest architecture from the HPO search space (10 hidden layers,
2048 nodes each layer) yielded a training time of 6440 seconds
and 𝑅2 scores of 0.99980, 0.99958, and 0.99940 on the training,
validation, and test sets, respectively.

Figure 3 shows a double y-axis plot of the progression of the
MSE loss value (left y-axis, plotted on log scale) as well as the
𝑅2 score (right y-axis) for the training and validation sets during
the training process. As it can be seen from Fig. 3, a plateau was
reached for the MSE loss value at around epoch number 80, while
the 𝑅2 score reached a plateau earlier. It can most importantly be
seen in this figure that the values of the MSE loss and 𝑅2 score
are very similar for the training and validation sets, indicating
the model does not appear to be overfitting to the training data
and generalizes well to unseen examples. A summary of the
performance metrics for train, validation, and test sets is shown
in Table 4.

Because each output of the model is a sequence of values that
must be displayed together instead of a single value, it is difficult
to provide visual representation of a large number of generated
outputs of the model. For this reason, only three predictions
from the test set are shown, along with the performance metrics
calculated from them, to serve as examples and visually demon-
strate how the numbers reported in Table 4 translate to pressure
predictions. Two plots were generated for each example, one
that displays the predicted and true pressure values as functions
of crankshaft position, and one that shows the linearity of the
relationship between true and predicted pressure values.

Figure 4 shows the results of a prediction that has an average
MSE loss and 𝑅2 score, in this case 4.4012 · 10−2 and 0.99974,
respectively. This cycle was chosen to be the representative for
predictions with MSE and 𝑅2 scores close to the average values
calculated for the validation and test data sets (Table 4). It can be
seen from Fig. 4a that there is a small discrepancy between the
timing of the start of the pressure rise rate from combustion, in
this particular case the combustion in the predicted pressure trace
begins later. This also leads to a slightly lower peak pressure
in the predicted pressure trace. However, this is a very mild
discrepancy, and one that would be expected considering cycle-
to-cycle variations in a real engine. This discrepancy is reflected
in Fig. 4b where the predicted points, plotted in orange, are
offset in a small section from the 𝑦 = 𝑥 parity line, which is
plotted in blue. In this linearity plot, any deviation from the blue
line represents a mismatch between true and predicted value.
Although it is very visible that there is a range of pressure values
for which the prediction did not match the true label, the vast
majority of points still lie along the 𝑦 = 𝑥 line thus yielding an
𝑅2 score of 0.99974.

In some cases the model was able to predict the pressure trace
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(a) (b)

FIGURE 4: EXAMPLE OF PREDICTION WITH AVERAGE CORRELATION IN (A) PRESSURE TRACE AND (B) LINEAR FIT

(a) (b)

FIGURE 5: EXAMPLE OF PREDICTION WITH GOOD CORRELATION IN (A) PRESSURE TRACE AND (B) LINEAR FIT

(a) (b)

FIGURE 6: EXAMPLE OF PREDICTION WITH BAD CORRELATION IN (A) PRESSURE TRACE AND (B) LINEAR FIT
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FIGURE 7: LINEAR FIT OF TEST SET

nearly perfectly, which is the case shown in Fig. 5. The MSE
score for this example was evaluated to be 1.8804 · 10−3, while
the 𝑅2 score was calculate to be 0.99999. As can be observed
in Fig. 5a, all the elements of the pressure trace, including start
of combustion and peak pressure, are captured in this example of
the test set. This is further confirmed in Fig. 5b which shows that
the blue parity line and the predicted values shown in orange are
in near perfect agreement.

The last example portrays the other extreme in Fig. 6, a
prediction with quite significant differences in the combustion
portion of the pressure trace. The MSE loss for this example was
of 7.6038 · 10−1 and the 𝑅2 score was of 0.99688. By analyzing
Fig. 6a it is clear that the start of combustion time is delayed
in the predicted value, which in turn yielded a decrease in the
maximum pressure of combustion compared to the true value.
The behavior is further confirmed in Fig. 6b where a long portion
of the predicted values (orange) fall outside of the 𝑦 = 𝑥 line
(blue). The 𝑅2 score for this prediction is lower for this example,
however it still shows high linearity because it is able to capture
the overall trend of the cycle.

Lastly, Fig. 7 shows the linear fit of all examples from the
test set. Given how discrepancies between predicted and true
values manifest in the linear fit plot as shown in Figures 4b, 5b,
and 6b, it is expected to have a wide spread of points that deviate
from the parity line if the number of examples in the same plot is
large. Nonetheless, the linearity of the predictions is clear, which
explains the high coefficient of determination of 0.99974.

3.2.1 Model Performance Across Input Space. It was no-
ticed that most of the predictions in which the model demonstrated
relatively poor performance were for cases near the edge of the
exploration matrix of the input features. An example is shown
in Fig. 6a where the combustion occurred very late in the cy-
cle which indicates it is a cycle with late fuel injection. This
is expected given that, while ML models in general can be very
good at interpolating complex data, their accuracy significantly
decreases when extrapolating to inputs that are outside the range
of data the model was trained on [42]. However, it was found that
there is one more factor that strongly influenced the performance

of the model: the COV of the 𝐼𝑀𝐸𝑃𝑛, referred to simply as COV
from hereon out.

To illustrate this finding, 2D scatter plots that show each
input feature plotted against each other were generated and are
shown below. The color map in these figures represent the mean
squared error of the validation and test sets, and the coefficient
of variation of the points in the training set in Figs. 8 and 9,
respectively. It can be seen by comparing Figs. 8 and 9 that in
areas where the COV of the points used in the training set is high,
the model tends to demonstrate high MSE. This can be reasoned
by considering that a high COV means that for the same value of
the inputs (within experimental uncertainty) the behavior of the
output is less consistent. In the case of this compression ignition
engine, as seen in Fig. 9, this tends to happen in regions of late
injection timing for a given equivalence ratio, and also when the
injection pressure is low, at approximately 450 bar in this case.

In addition to operating points where the COV is high, some
seemingly random outliers are found which have high MSE where
the COV is low. The authors hypothesise that this behavior is not
random, and is an artifact of the location of the point within the
experimental matrix, meaning that these outliers lie on the edge
of the range of values of at least one input feature. To make
this evident, color-coded and labeled boxes that mark the same
set of points in all subplots are included in the figures. The
points with a green box with label A, for example, lie at the
edge of values of all three features. Point C in blue, lies at the
edge of the equivalence ratio range for that injection pressure and
injection timing. The author’s explanation for these is based on
the following. Considering that a data point can only be a part of
either test, validation or training sets, if an edge case is present
in the test/validation sets, then it was not used during the training
process. Ultimately this means that, in those cases, the model is
extrapolating, thus explaining the drop in performance.

While nothing can be done regarding these outliers since
standard practice dictates the splitting of data between the differ-
ent sets should be based on random sampling, reducing the COV
of the data set is expected to improve the overall performance of
the model. A COV below approximately 5% does appear to be
low enough to maintain model performance based on the results
shown in Figs. 8 and 9.

4. CONCLUSIONS AND FUTURE WORK
The findings of this work can be summarized by the following

statements.

• Deeper networks appear to have better generalization char-
acteristics compared to shallow networks in this application
as demonstrated in the hyperparameter optimization results.

• The poor predictions of the model tend to be for examples
near the edge of the experimental matrix of the input features
and in operating points with high coefficient of variation.

• MLP models can be used to accurately predict in-cylinder
pressure in compression ignition engines within the range
of input data used for training using equivalence ratio, fuel
injection pressure, and fuel injection timing as input features.
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FIGURE 8: 2D SCATTER PLOT REPRESENTATION OF 3D INPUT FEATURE SPACE WITH COMMON MSE COLOR MAP FOR VALIDATION AND
TEST SETS

FIGURE 9: 2D SCATTER PLOT REPRESENTATION OF 3D INPUT FEATURE SPACE WITH COMMON COV COLOR MAP FOR TRAINING SET

• The model described in this work demonstrates potential to
be a promising tool for the modeling and optimization of
internal combustion engines.

Interesting future work in this area can be done to investigate how
the error in predictions of the cylinder pressure values propagates
to other derived performance parameters such as 𝐼𝑀𝐸𝑃𝑛, heat
release rate, and efficiencies.
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