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Abstract of the Dissertation
Computational locality of cyclic phonology in Armenian
by
Hossep Dolatian
Doctor of Philosophy
in
Linguistics
Stony Brook University

2020

The title of this dissertation indicates its goal: to determine the computational aspects of cyclic phonology
as it operates in Armenian. This goal is divided into two subgoals based on empirical and computational
questions.

On the empirical side, I show that Armenian requires a model of the morphology-phonology interface
which is interactionist and cyclic, i.e., that morphological structure, prosodic structure, and phonological
rules cyclically interact to create new words. Evidence for this nuanced organization comes from the
stratal phonology of Armenian (cf. Lexical Phonology and Stratal OT: [Kiparsky|[1982b; |Bermudez-Otero
2018). There are phonological processes which apply differently before derivational morphology than in
inflectional morphology. The main process that I examine is destressed high vowel reduction. This and
other processes indicate not only different strata or levels, but also show signs of unbounded cyclicity and
sensitivity to sublexical prosodic constituents, i.e., the Prosodic Stem (Downing||1999a). These processes
are active in both simplex and compound words. Within compounds, the interaction of all these factors
creates bracketing paradoxes. I solve these paradoxes using a mixture of cyclic prosodic phonology and
Head-Operations (Hoeksema||1988)). I show that counter-cyclic approaches to bracketing paradoxes, like
Morphological Merger or Rebracketing (Marantz||1988)), are inadequate because they contradict the rest of
Armenian phonology.

There are many different incarnations of cyclic theories of phonology but there are little to no computational
analyses of them. I develop an extensive computational formalization for cyclic or interactionist phonology
by using Monadic-Second Order (MSO) logic, specifically graph-to-graph logical transductions. Logic is
a flexible tool that lets us create iconic formalizations which faithfully replicate phonological theory. I
utilize logical transductions as a way to encode the derivational nature of phonology. The formalism is a
generalization of the work from one-level Declarative Phonology (Bird||1995; (Colemanl|1998)) to a two-level
framework. By formalizing the morphology, prosody, and phonological rule domains, I uncover implicit
factors within cyclic phonology. The ultimate takeaway is that I show that the bulk of the morphology-phonology
interface requires local computation, not global computation. By being local, the computational nature of the
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morphology-phonology interface opens doors to understanding how we can provably learn morpho-phonological
processes and how these processes relate to limitations on human cognition (cf. [Heinz[2018).
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Chapter 1

Introduction

The title of this dissertation indicates its goal: to compute cyclic phonology in Armenian. As a general
context, this dissertation asks the following fundamental question: What principles govern the alternation in
the pronunciation of morphemes? There is a wide history of research on this topic (Scheer|2011). To answer
this question, I undertake an empirical investigation into Armenian morpho-phonology. With this empirical
background, I develop a computational model that formalizes various aspects of the morphology-phonology
interface. The tool I use is formal logic, specifically graph-to-graph logical transductions. The formalism is
a generalization of the work from one-level Declarative Phonology to a two-level framework.

On the empirical side, Armenian is understudied but it is rich in interactions between phonology and
other modules. I show that Armenian requires a model of the interface which is interactionist and cyclic,
i.e., that morphological structure, prosodic structure, and phonological rules cyclically interact to create
new words. Evidence for this nuanced organization comes from the stratal phonology of Armenian. There
are phonological processes which apply differently before derivational morphology than in inflectional
morphology. These processes indicate not only different strata or levels, but also show signs of unbounded
cyclicity and sensitivity to sublexical prosodic constituents. These processes are active in both simplex and
compound words. Within compounds, the interaction of all these factors creates bracketing paradoxes.

The empirical investigation demonstrates that Armenian phonology is the interaction of four principles:
morphology (Selkirkl{1982} Dixon and Aikhenvald|2003)), prosody (Nespor and Vogel|1986; Selkirk|1986),
phonological rule domains (Kiparsky|[1982b, |2015), and cyclic organization (Cole||1995a; Bermudez-Otero
2011)). The question now is how are these principles computed both individually and together. Theoretically,
there are roughly two extremes of thought: either the interface is computed serially with rules, or in parallel
using global information. But despite many controversies in generative phonology (Bromberger and Halle
1989)), there are little computational differences between parallelist vs. serialist theories once they are
converted into explicit computational systems (Karttunen|[1993). Their difference comes from how well
they fit into subclasses of computational formalizations such as finite-state machines or regular relations
(Heinz|[2018). In other words, what matters is whether some theory is computationally more complicated
than empirically needed. In the case of segmental phonology, global parallelist computation (as found
in OT) is computationally more than what is needed (Chandlee et al.|2018; [Strother-Garcial[2019). The
bulk of segmental phonology can be locally computed. This dissertation provides the same result for the
morphology-phonology interface.



There are many different incarnations of cyclic theories of phonology but there are little to no computational
analyses of them. I develop a computational formalization using Monadic-Second Order (MSO) logic.
Logic is a flexible tool that lets us create iconic formalizations which faithfully replicate phonological theory.
I utilize logical transductions as a way to encode the derivational nature of phonology, i.e., to formalize
phonology as a two-level system instead of a monostratal one-level system (cf. Bird|[1995)). By formalizing
the morphology, prosody, and phonological rule domains, I uncover implicit factors within cyclic phonology.

The formalization provides a unified framework where we can examine the expressivity of these different
factors. It lets us isolate parts of the theory which are computationally complex from those which are
computationally simple. The ultimate takeaway is that I show that the bulk of the interface requires local
computation, not global computation. The computational result formalizes the intuitions present in many
theories of the interface (Embick|[2010; |Gribanoval 2010}, and it shows that there is little to no evidence
for global computation (cf. |Prince and Smolensky||2004). By being local, the computational nature of the
morphology-phonology interface opens doors to understanding how we can provably learn morpho-phonological
processes and how these processes relate to limitations on human cognition. I do not discuss learnability
much in this dissertation, however the computational results have clear ramifications on the relative difficulty
of learning morpho-phonology (cf. the learnability of local segmental phonology Ellison|1994; Heinz[2007;
Chandlee|[2014).

This introductory chapter gives an overview of the morpho-phonology of Armenian (§I.1)), with a focus
on destressed high vowel reduction. The overview sets the empirical background for the computational
formalization of cyclic phonologyﬂ In I go over what must be computationally defined as part of
a cyclic interactionist system for the morphology-phonology interface. As a computational tool, I do not
use finite-state mechanisms because they are designed for linear inputs, not hierarchical structure (§1.3).
I instead use formal logic and logical transductions within the general framework of two-level Declarative
Phonology (§I.4). Finally in §1.5] I preview the results of the dissertation and give a guide to the dissertation,
with a focus on computing the generative capacity of the interface. In the appendix, I provide a concise
summary of different strands of work in computational or mathematical phonology.

'Data is collected from the grammars cited in the bibliography, dictionaries from www.nayiri.com, Wiktionary, and my
own native (Western) judgments. Glosses are taken from Armenian-English dictionaries if available, otherwise my own translation.
Data is transcribed in IPA. The tap is transcribed as /r/ while the trill is /i/ and the lax mid-vowels /¢,5/ are transcribed as /e,o/. In
Western Armenian, voiceless consonants are aspirated. I do not mark aspiration because it is not contrastive. Armenian citations
are Romanized based on the ISO 9985 transliteration system. Glossing follows the Leipzig standards. The glosses which I use are:
ABL ablative, ACC accusative, AOR aorist, DAT dative, DEF definite, DIM diminutive, GEN genitive, IMP imperative, INF infinitive,
INST instrumental, LOC locative, NMLZ nominalization, NOM nominative, PL plural, POSS possessive, PRS present, PRTP participle,
PST past. I refer to Classical and Modern Armenian as separate lects. Modern Western and Eastern Armenian are separate dialects
or lects. The three form three lects.


www.nayiri.com

1.1 Empirical landscape of the interface in Armenian

Armenian is an understudied Indo-European language. It is a primarily-suffixing, agglutinative language
with two standard dialects: Standard Western and Standard Eastern Armenian, and almost 40 attested
non-standard dialects of varying degrees of mutual intelligibility. In this thesis, I analyze two morphophonological
processes in depth: destressed high vowel reduction and compound bracketing paradoxes. The outcome
requires a cyclic interactionist model which has multiple strata (levels, cophonologies) and which references
sublexical prosodic constituents. In this chapter, I give a brief overview of these processes and their factorsEl

1.1.1 Destressed vowel reduction and cyclicity

In Armenian, stress regularly falls on the word’s rightmost full vowel (I)). This vowel can be part of the
root (Ta), a derivational suffix (Ib), or an inflectional suffix as long as it not a schwa (Id).

(1) a. kérdz ‘work’
b. kordz-avér ‘worker’
c. kordz-avor-nér ‘workers’
d. kordz-avor-nér-o ‘with workers’

Although primary stress appears only once on the surfaceEl there is evidence that stress is being actively
assigned and reassigned cyclically as each suffix is added. The evidence is the reduction of destressed high
vowels to a schwa (2a)) or nothing (2b).

To give a larger empirical context, there is limited work on Armenian. To my knowledge, this dissertation is the first to focus
on the morphophonology of Armenian. Most linguistic descriptions and analyses of the standard dialects are written in Armenian
(A&aryan|[1971}, [Xalatryan|[1988). Outside of Armenia, there are some structuralist grammars (Fairbanks|[1948], Johnson|[1954),
language maintenance/attrition studies (Davidian|[1987; [Godson|2004} [Karapetian|2014}; [AT-Bataineh|2013)), sociolinguistic studies
(Donabédian| 20014l [2018)), and descriptive or teaching grammars (Gulian|[1902}, [Kogian|[1949} [Bardakjian and Thomson|[1977}
[Minassian|1980; [Andonian|1999; [Hagopian|2005).

There is a small but growing set of in-depth generative and non-generative work on Modern Armenian syntax-semantics
(Seropian| [1968}, [Haig|[T980} [Comrie|[1984; [Donabédian| [1991}, [Tamrazian|[1994} [Sigler|[1997}, [Ackerman|[1998}, [Ackerman et al.|
[2004}; [Ackerman and Nikolaeval[1997] [2014; [Dum-Tragut[2009; [Megerdoomianl 2009} [Yeghiazaryanl 2010} [Kahnemuyipour and]
[Megerdoomian|2011], 2017} [Sul2012} [Khanjian|2013}, [Giorgi and Haroutyunian|2016, 2019} [Ouwaydal[2017; [Hodgson!2019;
[2019), morphology-semantics (Donabédian|[1993] [2001b; [Kozintseva [1995}; [Bale and Khanjian| 2008} 2014} [Bale et al|[2010}
[201T} [Haroutyunian| 2011}, [Giorgi| 2011} [Donabédian| 2016} [Marti| 2020) phonology-phonetics (Kassabian|[1971; [Vaux|[1998b}
Hacopian|2003;[Haghverdi|2016: Hovakimyan|2016} Seyfarth and Garellek[2018; [Toparlak[2019; [Skopeteas2019), and morphology
(Donabédian|1997; Baronian2006} [Boyacioglu[2010;[WolIf]2013} [Arregi et al J2013};|[Daniel and Khurshudian2015},[Bezrukov]2016}
[Oyer|2017;[Plungian2018). There are many descriptive studies on Classical Armenian and etymology (Godel[1975;[Thomson[1989}
[Clackson|[1994; [Kortlandt[2003; Ravnas|2005; Martirosyan|2009; Olsen| 2011} 2017; Macak|2017; Sayeed and Vaux|2017; [Klein|
[etal]2017), with some in-depth generative and non-generative treatments (Connolly[1972; [Hammalian|1984; [Vaux|1994; [Halle and)
[Vaux(1998; [Garrett[1998; [Pierce|2007; |Cahal2013; [Meyer|2013; [DeLisi[2015; [Macak|2016; Balabanian|2019).

As for the non-standard dialects, most work is descriptive surveys or sketches that primarily focus on sound changes from
Classical Armenian (Greppin and Khachaturian| 1986} [Weitenberg] 2002} 2017, [Martirosyan|2019). There is a growing body of
descriptive and generative work on these non-standard dialects, mostly by[Vaux| (1992} [1993] [1995alb, [1996albl [1997] [1998albl
[2000, [200Talbl 2002}, [2003], 2006l 2007}, 2008|2012}, 2013)) and others (Khachaturian|[T983], (1992} [Vaux et al.|[1996} [Halle et al.|
[2000; [Fitzpatrick et al.|2004} [Finley|2008alb} [Schirrul2012; Bezrukov|2016}; [Hodgson|[2019} [Bezrukov and Dolatian|2020).

* Armenian is reported to have secondary stress on the initial syllable (Vaux|[1998b), but its acoustic cues are weak. Secondary
stress likewise does not affect vowel reduction synchronically; though see (2015)) for evidence of the diachronic role of
initial secondary stress.




(2) a. hin ‘old’ b. teyfn ‘yellow’
hon-utjin ‘oldness’ teyn-ordg ‘yellowish’

In terms of its phonological factors, destressed high vowel reduction (DHR) targets only high vowels
which surface as unstressed in the output . Low and mid vowels do not reduce ﬂ

(3) a. makur ‘clean’ badf3 ‘punishment’
makr-é1 ‘to clean’ badz-¢él ‘to punish’
b. ha(fgéx ‘frequent’ darpér ‘different’ 30y0V ‘assembly’
had}ax—él ‘to frequent’ darper-él  ‘to distinguish®  30yov-él ‘to collect’
*had%x-él *darpr-¢l *zoyv-€l

Second, not just any unstressed high vowel in the output will reduce. Although it is cross-linguistically
common for vowel reduction to target any unstressed vowel or any unstressed high vowel (Crosswhite|2001)),
the same cannot be said for Armenian. A high vowel will reduce only if it was stressed at some point of the
derivation but subsequently lost stress, i.e. it is destressed ().

(4) a. amusin ‘husband’ b. irigin ‘evening’
amusn-utjuil ‘marriage’ irign-ajin ‘evening (adj.)’
*amsin-utjun *irgun-ajin

To illustrate this point, consider the example amusin which consists of three high vowels. In the
underived base word, none of the high vowels are reduced and stress is on the final vowel. However, once a
suffix -utjun is added onto the base, stress will shift onto the suffix and the derivative will be amusn-utjun.
The root’s final high vowel will have lost stress and be reduced in the derivative. The other high vowels in
the base do not reduce: *amsin-utjiin. The same destressing process is observed in irigtin vs. irign-ajin (4al).

Finally, just as stress assignment is cyclic, so is DHR. Vowel reduction can apply multiple times to a
sequence of destressed high vowels (5a)), can apply to suffixes (5b)), and can apply in compounds (5c). This
is a case of unbounded cyclicity (Orgun||1994) where every new morpheme can potentially trigger a new
cycle of stress shift and reduction.

5) a dzin ‘birth’ b. azk ‘nation’ c. kir ‘handwriting’
dzon-tunt ‘birth P azk-ajin ‘national’ kor-itf ‘pen’
dzon-ont-agdn  ‘generative’ azk-ajon-utjin  ‘nationalist’ dip ‘box’

kar—a-a—dup “pencil-box’

Thus, DHR needs access to a word’s derivational history and it can occur multiple times in a word’s
derivation. The analysis requires a cyclic, bottom-up, recursive computation. This requirement can be

4 A closed set of words have the vowel /e/ undergo destressed reduction to [i]: sér—[sir-¢é1] ‘love’— ‘to love’. These are discussed
in chapter

The word dzon-unt is a common word which is diachronically bimorphemic and derived from the root dzin. The root dzin is
rarely if ever used in isolation. It is commonly found in its derivatives and deverbal compounds involving birth: dzon-i-I ‘to be
born’, asdvadz-a-dzin ‘Virgin Mary (God-+/birth)’.



modeled with unbounded stem-level cycles as in traditional Lexical Phonology (Kiparsky||[1982b), with
recursive constraint evaluation as in Trans-derivational Correspondence Theory (Benual [1997), or with
phase-based derivations as in Phonological Derivation by Phase (Newell|2008}; [Scheer|2011} 2012; Samuels
2011). Interestingly, Armenian likewise has destressed diphthong uj reduction to u#. Like DHR, diphthong
reduction reduces destressed diphthongs. This reinforces the role of derivational histories in Armenian.

(6) a. zorijts ‘conversation’ b. hampujr ‘kiss’
zoruts-él ‘to converse’ hampur-¢él ‘to kiss’

1.1.2 Destressed vowel reduction and morphological strata

However, cyclicity is not enough. DHR is likewise sensitive to morphological structure. In the examples
above, the relevant suffixes triggered stress shift and DHR. However, although all types of suffixes can
trigger stress shift, not all of them can trigger DHR. In Western Armenian (WArm), DHR is triggered by
derivational suffixes but not inflectional suffixes (7a-ii). Interestingly, diphthong reduction (DDR) is
likewise triggered by derivation but blocked by inflection (/b-11).

(7) a. 1. amusin ‘husband’ b. i. zorijts ‘conversation’
amusn-utjun ‘marriage’ zoruts-¢l ‘to converse’
ii. amusin-6v ‘husband-INST’ ii. zorujts-6v ‘conversation-INST’

The morphology triggers different phonological rule domains, which I model with lexical strata (also
called levels, cophonologies). I argue that derivational morphology creates morphological stems (8b, MStems)
while inflectional morphology creates morphological words MWords). MStems trigger the stem-level
phonology, i.e., a set of rules which include stress shift, high vowel reduction, and diphthong reduction. In
contrast, MWords trigger the word-level phonology which only includes stress shift, but not any reduction
process. Free-standing roots (8a)) take covert category suffixes (Giegerich[1999; Marantz2007). The features
of suffixes are glossed; they are repeated as subscripts on MStems and MWords.

MS, MW nst

MS, MS, MS,

N N N
Vo Vol Vo
| | |

Jamusin -0/ b Jamusin -0} -utjun/ c Jamusin -0 /-ov/

()

The serial derivation below illustrates the use of strata in order to derive amusn-utjun and amusin-ov
(7a-ii). The analysis is couched in a simple interactionist model like Lexical Phonology. The derivation
involves rounds of morphology and phonology. Phonological rules are applied as part of some cophonology,
whether the stem-level or the word-level. Shaded cells represent inapplicable cycles or steps.



(9) Serial lexical-phonology spell-out for amusn-utjin (7a-1) and amusin-6v (7a-1i)

MS,

MS,

N
\/ n n

Jamusin -0} -utjun/

MWINST

MS,

N
\/ n

INST

Jamusin -0 -ov/

Input /amusin -() -utjun/ /amusin -() -ov/
Cycle 1 MORPHO Spell-out | amusin -{) amusin -()

PHONO SLevel  Stress amusin amusin

DHR

Cycle2 MORPHO Spell-out | amusin -/utjun/

PHONO SLevel  Stress amusin-utjun

DHR amusn-utjun

Cycle3 MORPHO Spell-out amusin -/ov/

PHONO WLevel  Stress amusn-utjun amusin-6v
Output ‘ [amusn-utjin] ‘ [amusin-6v]

1.1.3 Destressed vowel reduction and prosodic structure

This simple picture is complicated once we look at other dialects. In Eastern Armenian (EArm), DHR
is likewise sensitive to the prosodic structure of the inflectional suffix. DHR is triggered by derivational
suffixes (I0b) and vowel-initial inflectional suffixes (V-Infl, [I0c)), but not by consonant-initial inflectional
suffixes (C-Infl, [T0g).

(10)

o g0 o P

Derivation

V-initial Infl.
V-initial Infl.
C-initial Infl.

amusin

amusn-utjun

amusn-6v
amusin-ov

amusin-nér

‘husband’
‘marriage’
‘husband-INST’
‘husband-INST’
‘husband-pPL’

WArm & EArm
EArm
WArm
WArm & EArm

Table[TT|below summarizes the morphological and prosodic dichotomies for DHR across the two dialects.

(11)  Summary of morphological factors of DHR in Western and Eastern Armenian

Crucially, it is not the case that Eastern V-Infl can trigger any reduction process.

Dialect

‘Derivation V-initial Inflection C-initial Inflection

Western Armenian
Eastern Armenian

v
v

X
v

destressed diphthongs reduce in derivation but not inflection (12a-ii)).

X
X

In both dialects,



(12) a. i Zarﬁj@h ‘conversation’ b. i. hambujr ‘kiss’

zoruts"-é1 ‘to converse’ hambur-¢é1 ‘to kiss’
ii. zorijts"-6v ‘conversation-INST’ ii. hambujr-6v ‘kiss-INST’
zoruts"-nér ‘conversation-PL’ hambujr-nér ‘kiss-PL’

The overapplication is DHR is triggered by vowel-initial inflection suffixes, not C-initial ones. This
points to a prosody-based explanation in terms of syllabification and phonological representation. Within
the framework of prosodic phonology, the careful analysis of agglutinative languages has pointed to a
sublexical phonological constituent which straddles the boundary between derivation and inflection: the
Prosodic Stem or PStem (Downing|2016). The PStem is higher than the foot but below the PWord. I argue
that the prosodic misalignment of the PStem is what triggers the unexpected behavior of V-initial inflection
in Eastern Armenian. In Chapter 2] I explain why alternative constituents like the foot and PWord are not
sufficient.

Specifically, MStems are mapped to non-recursive PStems: (amusfn )s , (amusn-utjin)s . PStems
must stay aligned with syllable boundaries. Resyllabification before V-initial inflection causes the PStem to
expand: amusin-6v (WArm) or amusn-6v (EArm). This expansion triggers the PStem-level cophonology
which has stress shift without DHR in WArm, but stress shift with DHR in EArm. Before C-initial inflection,
the PStem stays aligned with the MStem and syllables (I3d).

(13) a. Root b. + Der (10D) c. + V-Infl(I0dle) d. + C-Infl
PW PW PW PW
PS PS
a.mu.sin a.mus.n-ut.jin a.mus(i) n-6v a.mu.sin -nér

Table illustrates the analysis and shows the derivation for amusn-ov (EArm: [I0c), amusin-ov (WArm:
[10d), and amusin-ner (WArm & EArm: across the two dialects. PStem boundaries are marked by (...)s.
The derivation involves rounds of morphology, prosody, and phonological rule application. The prosody
rounds show syllabification, mapping PStems, and readjusting PStems.



(14) Serial lexical-phonology spell-out with prosodic constituents and misalignment for inflected items

EArm WArm EArm &WArm
MWINST MWINST MWPL
\//\n IN‘ST \//\n IN‘ST \//\n P‘L
/am‘usin -0 /-ov/ /aranin -0 /J-ov/ /am‘usin -0 /-ner/
Input Jamusin -Qg -ov/  /amusin-Qg-ov/  /amusin-}g -ner/
Cycle 1
MORPHO Spell-out /amusin-/ /amusin-/ /amusin-/
PROSODY Syllabify amu.sin a.mu.sin a.mu.sin
Map PStem (amu.sin), (a.mu.sin), (a.mu.sin),
PHONO SLevel Stress (amu.sin), (a.mu.sin), (a.mu.sin)
DHR
Cycle 2
MORPHO Spell-out (a.mu.sin), - /-ov/ (amu.sin), - /-ov/ (a.mu.sin), - /-ner/
PROSODY Syllabify (a,mu.sf.n) 5-OV (a.mu,sf.n) -0V (a.mu.sfn) s-ner
Adjust PStem (a.mu.sf.n—ov)s (a.mu.si.n—ov)s
PHONO PStem-level Stress (a.mu.si.n—év)s
DHR (EArm) | (a.mus.n-6v);
WlLevel Stress (a.mu.si.n-6v), (a.mu.sin) s-nér
Output amusn-6v amusin-0v amusin-nér

In Cycle 1, the root amusin is spelled-out and goes through the stem-level cophonology to get stressed.

Here, the MStem maps onto a PStem: (amusin)s. In Cycle 2, the inflectional suffixes are spelled out and
syllabified. The V-initial suffix -ov syllabifies with the stem, while the C-initial -ner does not.

PStems must be aligned with syllable boundaries. Before C-initial inflection, the PStem stays well-aligned
with both the MStem and syllable boundaries: (amusin)s-ner. It undergoes the word-level cophonolgy of
stress shift without reduction: amusin-nér.

But before V-initial inflection, resyllabification makes the PStem become misaligned from syllable boundaries:
* (amusi.n)-ov. This is repaired by PStem expansion into the inflectional suffix: (amusin-ov),. The expansion
of the PStem triggers the PStem-level cophonology. In Western Armenian, the PStem-level cophonology
includes stress shift but not reduction: (amusin-6v),. In Eastern Armenian, the PStem-level includes stress
shift, high vowel reduction, but not diphthong reduction: (amusn-6v)s. The word-level phonology then
applies for all inflected items: amusn-6v, amusin-0v.

The Armenian data thus provide evidence for combining cyclicity, prosodic constituents, morphological
structure, and phonological rule domains. The analysis for vowel reduction necessitates using lexical
phonology’s concepts of cyclicity and strata, and prosodic phonology’s concept of phonological constituents
and non-isomorphism. In Part|ll} I provide a computational formalization for the different pieces of the
analysis: cyclicity, morphological structure, prosodic structure, and phonological rule domains. The next
section shows how these same principles arise in compounds.



1.1.4 Emergence of a bracketing paradox in compounds

The behavior of vowel reduction dissects different principles in Armenian phonology. These principles
conspire in compounds to create a bracketing paradox. In general, Armenian compounds are formed by
combining two word-like morphological units with a linking vowel -a-: antsrev-a-tfur ||

(15) a. antsrév + Efl’lr ‘rain + water’ b. ﬁér + sird ‘evil + heart’
antsrev-a-t[ur ‘rain-water’ tfar-a-sird ‘evil-hearted’

The output of compounding has primary stress on the final full vowel. The presence of only one primary
stress shows that a compound forms at most one phonological word in Armenian.

Although the above description looks straightforward, Armenian compounds exhibit a bracketing paradox
where we see a mismatch between the morphological and phonological structures. The paradox is found in
plural formation. In simplex nouns, the plural is formed by adding the suffix -er after monosyllabic bases

(16a-i), -ner after polysyllabic bases (I6a-ii). In some compounds, the plural counts the number of syllables
o]

in the entire compound: far-a-sird-ner (16b-ii). But in other compounds, the plural only counts the number
of syllables in the second stem: an@rev—a—im—er 1i I underline the domain of syllable counting.

(16) a. 1i. pag ‘yard, lot’ ii. pandg ‘army’
pag-ér ‘yards, lots’ panag-nér ‘armies’
b. i an@rev—a—?fﬁr ‘rain-water’ ii. aar—a—si'rd ‘evil-hearted’
antsrev-a-tfur-ér  ‘rain-waters’ t[ar-a-sird-nér ‘evil-hearted people’

Within Armenian linguistics, the existence of this bracketing paradox is well-known (Vaux|1998b; Dum-Tragut
2009). However, there is relatively little theoretical attention on understanding the morpho-phonological
factors, consequences, and correlates for compound formation in Armenian. In Chapter [3], I fill this
gap. I show that the paradox is largely due to endocentricity. The plural counts the number of syllables
in the semantic head. If the compound is exocentric, then the plural counts the number of syllables in
the entire compound (T6b-ii); while if the compound is endocentric, then the plural counts the number
of syllables in the second stem (I6b-i). I model this paradox with cyclic head-operations (Hoeksema
1984, |Aronoft][1988)). I show that counter-cyclic tools such as rebracketing (Sproat|[1985; Marantz||1988))
would contradict the cyclic phonology of compounds. This is because compounding triggers the same
set of stem-level rules as derivational morphology, e.g., DHR: jergfr and jergr-a-kiint . Thus, by
understanding how compounding creates the same phonological rule domains as derivational morphology,
we weed out alternative analyses. The cyclic phonology applies regardless whether the compound has a

paradoxical plural (17a-11) or not (17b-1i).

17) a. i jergfr + kunt ‘Earth + sphere’ b. i. azniv + sird ‘sincere + heart’
jergr-a-kunt ‘globe’ aznov-a-sird ‘sincere-hearted’
ii. jergr-a-kunt-ér ‘globes’ ii. aznov-a-sird-nér  ‘sincere-hearted (PL)’

As an additional complication, the bracketing paradox is affected by the prosodic structure of bisyllabic
compounds. Unsurprisingly, exocentric disyllabic compounds are always transparently pluralized: kar-daf-ner
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(18a)). But the bracketing paradox can variably under-apply when the bisyllabic compound is endocentric:
xat[-kar-(n)er (18b).

(18) a. kar + daf-él ‘stone + to carve’ b. xeiﬁ + kér ‘cross + stone’
kar-da| ‘stone carver, mason’ xaﬁ-kér ‘cross-stone’
Xaﬁ—@—ér ‘cross-stones’
kar-daf-nér ‘stone carvers, masons’ xat?—kar—nér

I argue that this variation requires the use of a prosodic constituent as the prosodic head, specifically the
Prosodic Stem (Downing||1999a). 1 argue that in endocentric compounds, the semantic head 4 maps to a
PStem. A PStem can optionally expand in bisyllabic compounds; this causes the plural suffix to count the
number of syllables in the optionally expanded PStem instead of just the semantic head. As in DHR, the
Prosodic Stem is thus active in different areas of the Armenian grammar. I show that alternative prosodic
constituents such as feet or recursive PWords are inadequate.

1.2 Connecting theory and computation

The Armenian data showed that there are four principle factors which govern the phonology of Armenian.
These are the language’s morphology, prosody, phonological rule domains, and cyclic organization between
them. These four principles are sketched out in (19).

(19) Sketch of an interactionist model

add
Morphology ——— Prosody ——— Phonology —— . .
root add parse apply produce 100t with material

There is a wide typology of theories for the morphology-phonology interface. The above model is an
interactionist model because the modules in the graph are interleaved together (Kaisse and Hargus|[1993)):
morphology feeds phonology and vice versa. The model is also cyclic because the phonological rules
reference the output of previous rounds of phonology. Cyclicity is a hallmark feature of early generative
grammar (Chomsky and Halle||1968]; Brame||1974), while interactionism is a later development, e.g., in
Lexical Phonology (Kiparsky||1982b), Stratal OT (Bermudez-Otero|2018)), and Phase-based Phonology
(Newell[2008). There is often a clear mutual dependency between morphology and prosodic structure within
interactionist models (Hargus|1993; Booij and Lieber|1993). This is in contrast to non-interactionist models
(Chomsky and Halle| (1968} [Halle and Vergnaud|/1987a) where all morphological processes precede all
prosodic or phonological processes. Even though non-interactionist models don’t interleave the morphology
and phonology, these models are still cyclic because the phonology is processed in cyclic chunks

Between these two extremes of theoretical thought, there are theories which combine some aspects
of interactionism and non-interactionism, e.g., Stratal OT has a cyclic stem-level rules but post-cyclic
word-level rules. Individual theories may add additional principles or stipulations such as the Strict Cyclicity
Condition (Kean||1974; Mascard||1976)), Structure Preservation Myers| (1991), among others. Individual
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theories likewise diverge over what representations they use for the three principle components, such as if
the morphology uses trees (Halle and Marantz|[1993)) or feature sets (Stump|2001), if the prosody allows
recursive prosodic constituents (Selkirkl[2011]) or not (Nespor and Vogel|1986)), and if the phonological rule
domains reference morphological constituents (Inkelas|2014) or morphemes (Pater|2007).

But going beyond these differences, the interactionist model is an essentially common framework, and
many theories of the morphology-phonology interface are couched in it. The questions now are how we
compute the interactionist model, and what we can learn from the computation. In Parts[[T|and [[TI} I answer
this question and develop a large-scale computational formalization for cyclic interactionist phonology.
I formalize the essential factors of cyclic interactionist phonology, i.e., the four factors of morphology,
prosody, phonological rule domains, and cyclic organization. Given a computational formalization, I then
evaluate the model and show that the bulk of the morphology-phonology interface is computationally local.

1.3 Problems in computing the interface

Although cyclic phonology is a common theoretical tool, there has historically been little computational
formalizations of it (Sproat|{1992b:108). To my knowledge, the earliest and most extant formalization is
Williams| (1993) who develops a software package in Prolog for running a lexical-phonology derivation
(Williams||1993], [1994; [Williams et al.||1989). In terms of learnability, the most sophisticated learning
algorithm for cyclic phonology is Nazarov and Pater| (2017)) which is couched in Stratal OT. In this section,
I explain that this bleak picture is partially affected by the use of finite-state calculus which is the most
common computational formalism for morpho-phonology. In the next section, I discuss how alternative
logic-based formalisms do not have this problem.

1.3.1 Finite-state formalization of phonology and morphology

The most common tools in computing morphology and phonology are finite-state acceptors (FSAs) and
finite-state transducer (FST). The use of finite-state machines (FSMs) has a long history in computational
phonology. FSMs were applied early on in computing linguistic structure (Chomsky|1956)), yet were found
to be inadequate for computing syntactic structure (Chomsky|/1957; Miller and Chomsky|[1963; [Levelt
1974). However Johnson| (1972) showed that virtually any SPE-style phonological rule can be converted
into an FST. His result was independently echoed by Kaplan and Kay| (1994). FSTs quickly became a
common formalism for computing phonological processes (Kornai/|1995] [2007; \Gildea and Jurafsky|1996),
with ample implementational and software tools (Mohri1997; Roche and Schabes||1997; [Hulden|2009a).

FSTs were likewise found to be largely adequate for computing morphological processes (Koskenniemi
1984} Sproat||1992b; Beesley and Karttunen|[2003; Roark and Sproat|[2007). However, while all attested
phonological processes are definable by finite-state calculus, most but not all morphological processes are
finite-state. FSTs can define partial reduplication but not total reduplication (Culy. 1985)E] Furthermore,
although generating a string of morphemes is within finite-state power, generating the semantic bracketing
of a word is argued to not be finite-state because of center-embedding and long-distance dependencies

%As a technical clarification, this present discussion concerns 1-way FSTs which process the input in one diection. These are
the types of FSTs generally used in computational linguistics. In contrast, 2-way FSTs can read the input in multiple directions
(Filiot and Reynier2016) and are adequate for computing reduplication (Dolatian and Heinz|2018b).
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created by the use of prefixes and suffixes (Langendoen||1981; Selkirk|1982; Carden|1983; Hammond|1993;
Oseki/2018; |Oseki et al.[|2019).

Putting the semantics of morphology aside, morphological functions are generally finite-state regardless
of the differences between many morphological theories, including item-and-arrangement models (Beesley
and Karttunen 2003), item-and-process models (Roark and Sproat [2007), realizational models (Karttunen
2003)), Distributed Morphology (Ermolaeva and Edmiston/[2018]), among many others. There are little to no
computational differences among different morphological theories (Roark and Sproat[2007:ch.3).

One productive line of inquiry in finite-state approaches to morpho-phonology is understanding the
generative capacity of morpho-phonology by defining what subclasses of finite-state calculus are needed to
compute morphology and phonology (Rogers and Pullum|2011} Jager and Rogers|2012} Rogers et al.|[2013;
Chandlee|2014; |Chandlee and Heinz|2017; [Heinz|[2018)). This research program on subregular finite-state
phonology and morphology has wide empirical coverage. I provide a concise summary or state-of-the-art

on subregular phonology in §T.A.T]

Thus, it is clear that finite-state devices and calculus provide valuable insight on the computational nature
of phonology and morphology. However, this thesis does not utilize finite-state calculus in formalizing the
morphology-phonology interface. The next section explains why this is so.

1.3.2 Problems in finite-state phonology and morphology

Although finite-state tools are versatile and efficient ways to compute phonology and morphology, these
tools are designed for linear systems. They cannot process an input which is hierarchical with multiple
levels of hidden structure, i.e., morphological structure, prosodic structure, and cyclic derivations[] In order
for an FST to compute an input which has some hierarchical structure, all this hierarchy must be flattened
down and replaced with special boundary symbols. For example, the prosodic structure in the word bandna
(204) has to be replaced with special symbols denoting the left- and right-boundaries for syllables, feet, and

prosodic words (20b)).

PW

b. (w (Uba)a(Z (Jné)a(ana)U)E)w

By using boundaries, FSTs can efficiently compute different morphological and prosodic processes, such
as for syllabification and word-level prosody (Kiraz and Mobius|[1998; [Yap|2006; [Hulden| 2006; [Idsardi

"The closest tools are finite-state tree transducers (Comon et al.[2007) which I do not consider. However, these might not
be fully adequate because morphophonological structure is like a directed acyclic graph, not a single tree. This is because 1)
morphological and prosodic trees are separate representations 2) with separate tree roots, but 3) they dominate the same segments,
and 4) morphological nodes can have directed edges to prosodic nodes.
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2009; |Yu|[2017)), phrasal prosody or intonation (Reich|[1969; |Pierrehumbert|[1980; [Yu and Stabler||2017}
Yu|[2019), tone (Gibbon|[1987) 20014} |Y1i-Jyra 2013, 2015 [Yli-Jyrd|2019), prosodic morphology and
partial reduplication (Walther {1998, 1999, 2000; |Cohen-Sygal and Wintner| 2006; Hulden and Bischoff
2009)), speech synthesis (Laporte|[1997), and debugging (Karttunen|[2006alb; Hulden/2017). Some even use
context-free grammars (CFGs) to iconically capture morphological and prosodic structure (Church||{1983;
Cole and Coleman|[1992} |Colemanl/|1995a}; |(Coleman and Pierrehumbert||1997} |Chew|2003)); though some of
these formalization add various restrictions to the CFGs so that they can only generate regular languages
(cf.|Church|[1983). Many of these case studies are found in Declarative Phonology (§1.4} §I.A.2).

Although FSTs can work with these boundaries, it is an open question if these computational models act
as iconic or faithful replicas of linguistic theory. For example, they may require placing a bound on the depth
of the tree, remove transformations, require trees to all be right-branching, among other stipulations. In fact,
certain processes seem to use local information when computed over these hierarchical structures. However,
by being flattened, what is local in the tree can be non-local in the string. Because of this difference, it is
likely that the expressivity of morpho-phonological processes when given hierarchical inputs is different
than when given flattened inputs. For example, when tonal processes are defined in terms of strings, they
can be computationally more complex, less local, or more expressive than when these same processes are
defined in more iconic representations like autosegmental grammars (Jardine|[2016c).

1.4 Formalizing the interface with formal logic

Because of the aforementioned problems, I do not use FSTs to computational define cyclic phonology.
Instead, I compute the interface by using formal logic, specifically MSO graph-to-graph transductions. I use
logic because it is versatile enough to directly and faithfully encode linguistic representations. It is explicit
enough to test for correctness, and it is systematic enough to measure its complexity or generative capacityﬂ

In syntax, there is substantial work on logical formalisms and model-theoretical syntax (Rogers|[1997,
1998}, [Pullum and Scholz|2001; Morawietz|{2003}; ([Kobele[2006; [Pullum|2007; {ter Meulen|2012; Graf|201 S)EI
This thesis is the not the first application of formal logic to morphology or phonology. The most developed
research program for applying logic to phonology was Declarative Phonology or DP (Bird|[1995; |Coleman
1998). DP was a one-level system which did not utilize transformations between inputs to outputs. As a
constraint-based formalism, its heyday was in the early 1990s but it virtually disappeared since the rise of
OT (Prince and Smolensky|[2004). In recent years, there has been a program of logical and model-theoretic
approaches to phonology (Potts and Pullum/2002; Graf|2010b; [Vu et al.|2018}; |Strother-Garcia2019; |(Chandleg
and Jardine|2019bj; Danis and Jardine[2019). This program utilizes logical transductions in order to transform
an input structure to an output structure. The recent program is still in its infancy and does not have a name.
For ease comparison, I call this recent program two-level Declarative Phonology or 2-level DP.

This thesis utilizes the tools of 2-level DP in order to formalize cyclic phonology. In this section, I first
explain how logic can be used to formalize phonological processes, both in traditional 1-level DP and in

8To clarify, I do not argue thatlogical treatments of phonology are in general better than finite-state treatments of phonology.
They are two points on a continuum of computational work on phonology (Heinz|prep).

°Similar to subregular phonology, there is likewise a recent research program on investigating what computational subclasses
are needed to define syntactic-semantic processes, especially by projecting strict-locality and tier-based strict-locality to trees
(Laszakovits| 2018 [Vul 2018} 2019; |[Vu et al.|[2019; |Graf and Shafiei [2019a; (Graf| 2019b; Ikawa et al.|[2020; [Shafie1 and Graf
20205 |Grat and De Santo|2019; J1 and Heinz|2020)).
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contemporary 2-level DP (§1.4.1). I then explain the reason why 1-level and 2-level diverge in their formal

power (§1.4.2).

1.4.1 Use of logical formalizations in phonology

This section has two goals. I explain how logic can be used to formalize phonological processes, and I
show how 1-level and 2-level DP diverge in their formalizations. Briefly, 1-level DP treats all phonological
processes or alternations as well-formedness statements on possible surface words. There is no input-to-output
transduction. In contrast, 2-level DP allows the use of logical functions or logically-defined transductions
from an input structure to an output structure. The difference between 1-level and 2-level DP is similar to
the dichotomy between feature-filling vs. feature-changing phonology.

Consider the non-existent language below. On the surface, this language only has the sounds [p,p",a]. The
aspirated [p"] and unaspirated [p] appear in complementary distribution: the stop is unaspirated intervocalically,
and aspirated elsewhere (2Ia). Morphemes alternate in aspiration under prefixation (21b) and suffixation
(21c). Aspiration is thus allophonic. Because aspiration appears in the least restricted type of environment,
the underlying phoneme is aspirated /p"/.

(21) a. pha apa ap"
b. p'a a-pa
c. ap" ap-a

One possible analysis would posit full specification for the phoneme /p"/. That is, the phoneme /p"/
is specified as aspirated or [+aspirated]. A rule of intervocalic de-aspiration (22a)) then applies to change
[+aspirated] to [-aspirated] intervocalically. This rule is feature-changing. Assume that a voiceless bilabial
stop is specified as [+stop], and that there are no other stops in the language. In contrast, an alternative
analysis would posit under-specification for the phoneme /p"/. Underlyingly, this phonemes lacks any
specification for aspiration. The phoneme /p/ is underlying neither aspirated [+aspirated] nor unaspirated
[-aspirated]. The rules in @ inserts a specification for aspiration: [-aspirated] intervocalically, [+aspirated]
elsewhere. These rules are feature-filling.

(22) Aspiration rule as...
a. Feature-changing: [+stop,+aspirated] — [-aspirated]/V_V
b. Feature-filling: [+stop] — [-aspirated] / V_V
— [+aspirated] / elsewhere

1-level and 2-level DP differ in this regard. 1-level DP assumes that all phonological processes are
feature-filling while 2-level DP makes no such commitment. Given some ‘input’ in 1-level DP, a process
cannot be defined such that it changes anything about this input whether by deletion, epenthesis, or feature-changing
rules. It can only specify information by converting underspecified properties into fully specified properties.
In contrast, 2-level DP accepts the full gamut of possible phonological transformations: epenthesis, deletion,
metathesis, feature changing, etc.

Because of their different premises, the two models differ in their architecture of phonological processes
and in how phonology is computed. 1-level DP is non-derivational and mono-stratal: there is only one level
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of representation which is simply ‘further specified’. Again, 2-level DP makes no such assumption and can
be multi-stratal and derivational with an input level and an output level. 1-level DP can be implemented
by finite-state acceptors and by logical statements, while 2-level DP can be implemented by finite-state
transducers and logical transductions. I expand on these points below.

To illustrate these differences, consider the logical formulas below. The two traditions posit different
possible input forms for the aspirated [p'a] and unaspirated [apa]. In 2-level DP, the input can be /p"a/ and
/ap"a/. A rule of deaspiration is formalized as a pair of input-to-output functions which generate the output
string [pha] and [apa]. These functions are shown below.

(23) Logically-defined functions for aspiration in 2-level DP
a. ¢p-aspirated(z!')E +aspirated(z) A intervocalic(x)
Some segment x is [-aspirated] in the output if it as [+aspirated] and intervocalic in the input
b. ¢+aspirated(z!)E +aspirated(z) A —intervocalic(z)
Some segment x is [+aspirated] in the output if it as [+aspirated] and not intervocalic in the input

The logical formulas are interpreted as follows. On the surface, a consonant x is unaspirated or [-aspirated]
(234) if it is underlyingly aspirated but intervocalic. It is aspirated or [+aspirated] (23b) if it is underlyingly
aspirated and not intervocalic. The notation, font, and additional symbols are further explained in Chapter

M4l

In Part|lI} T use logical transductions from 2-level DP to compute hierarchical outputs from hierarchical
inputs. That is, I use these same types of logical formulas to compute cyclic phonology and to generate
morphological structure, prosodic structure, and phonological rule domains.

In contrast in 1-level DP, the ‘input’ is an underspecified representation which encodes its possible
allomorphs, e.g., [p"a] and [apa] are underlyingly /{p,p"}a/ and /a{p,p"}a/. The input segment is in fact a
union of possible realizations. The labial segment can either be unaspirated [p] or aspirated [p"] depending
on its context. The job of ‘rules’ in 1-level DP is to filter out these possible realizations. In terms of formal
logic, rules in 1-level DP can be stated in terms of relatively simple logical statements such as the following.

(24) Logical statements for the distribution of aspiration in 1-level DP
a. stop(z) A intervocalic(z) — —aspirated(z)
If some segment x is a stop and intervocalic, then it must be unaspirated
b. stop(x) A —intervocalic(x) — +aspirated(x)
If some segment z is a stop and not intervocalic, then it must be aspirated

The statement in (24a)) states that if a stop is intervocalic then it must simultaneously be unaspirated.
In contrast, the statement in (24b) states that if a stop is not intervocalic, then it must simultaneously
be aspirated. When the input representations and the logical statements are combined, we get the right
pronounced forms [p"a], [ap"a]. T use the term ‘simultaneously’ to emphasize the fact there is no input-to-output
transduction in 1-level DP.
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1.4.2 Reasons for the logical split

Both 1-level and 2-level DP are computationally well-grounded formalizations of phonology. This thesis
utilizes 2-level DP in order to faithfully replicate the derivational aspects of cyclic phonology. This section
takes a step back and explains why 1-level and 2-level DP differ in the first place. Retrospectively, I argue
that 1-level DP eschews transformations because of the limitations on computational and mathematical
resources at the time.

There is an intimate connection between formal logic and finite state calculus (Biichi|1960; Thomas|1997;
McNaughton and Papert|1971;|Filiot and Reynier|2016). There are likewise connections between subclasses
of finite-state calculus and logical formalisms (Rogers et al.|2013; |Rogers and Lambert/2019alb; Lambert
and Rogers|2019) and work on converting between logical formalisms and finite-state calculus (Vaillette
200320045 [Hulden|2009b). When computed over strings, the representation and filtering ‘rules’ of 1-level
DP can be modeled by FSAs; while the rules of 2-level DP can be modeled by FSTs.

One reason why 1-level DP assumes feature-filling rules and mono-stratal computation is because this
makes 1-level DP computable by string-based FSAs (Bird and Ellison/[1994). In general, FSAs are defined
in terms of a single level of representation: they accept well-formed strings and reject ill-formed strings.
They cannot handle transformations between multiple levels of representation. By treating phonology as
mono-stratal and non-transformational, practitioners of 1-level DP aim to make their phonological models be
integrated with non-transformational frameworks for syntax, such as Head-Based Phrase-Structure Grammar
(B1rd|1992; Klein|1993), categorial grammars (Wheeler|1981,1988;|Bach and Wheeler|1981)), unification-based
grammars with attribute-value matrixes (Scobbie|[1991a; Bird|1991bj [Bird and Kleinl/[1994), and sign-based
grammars (Orgun|1996). However, the fact that 1-level DP sought to use FSAs does not mean that phonological
transformations are incomputible. Such computations are instead handled by finite-state transducers (FSTs)
which transduce or map an input form to an output form. FSAs are a special type of FST.

Given the dichotomy between FSAs and FSTs, the reason why early DP was 1-level is that, at the time
when 1-level DP was developing, there were limited computational resources for computing transformations.
These limitations came from two sources. First, in the early 1980s and 90s, there were some feasibility
problems in constructing, implementing, or composing large FSTs for natural language (Kaplan and Kay
1994} |[Karttunen||1993:180). This encouraged the use of FST intersection (Koskenniemi [1983blal (1984).
However, these implementational limitations for FSTs are largely solved now. Second, the reason why
1-level DP did not use logical transductions is because 1-level DP arose before logical transductions were
extensively developed. When DP first started, there was little to no work in theoretical computer science
on developing logical transductions. A hallmark paper on defining logical transductions is |(Courcelle| (1994))
which was written after the bulk of 1-level DP was set out (Bird|[1991aj; [Ellison and Scobbie|[1993). The
dissertations which later became Bird! (1995)) and [Coleman| (1998)) were written before 1994.

In sum, despite their computational differences, both 1-level and 2-level DP are well-defined frameworks.
There is substantial earlier work in 1-level DP and recent work in 2-level DP. A summary of work in each
tradition is given in §I.A.2)and §I.A.3|respectively. Importantly, a major development in 1-level DP was
Chew| (2003) who developed a computational model of Russian, with a near complete formalization of
Russian morphology, prosody, and rule domains. His formalization was non-derivational and monostratal.
This dissertation has a similar goal of formalizing Armenian phonology with many of its non-phonological
factors, i.e., morphology, prosody, and rule domains. But unlike |Chew| (2003)), I formalize Armenian
phonology as a cyclic, interactionist, two-level declarative model. By doing so, this dissertation is a more
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iconic formalization of the morphology-phonology interface as it is commonly conceptualized in generative
linguistics.

1.5 Guide to the dissertation: Generative capacity of the interface

By using logical transductions, I formalize a substantial chunk of the morphology-phonology interface.
As a theoretical backdrop, I assume a simple interactionist model where the Morphology, Prosody, and
Phonological Rule domains have a recursive architecture. The output of the Phonology can act as input to
another round of Morphology. This interactionist architecture is what creates cyclic phonology.

(25) Sketch of an interactionist model

add
Input Morphology ————> Prosody ——— Phonology —— Output. .
root add parse apply produce 100t with material

In Part I} T expand on the empirical and theoretical aspects of this model. I document and analyze a large
fragment of Armenian morpho-phonology. I expand on the overview of strata, destressed reduction, and
compounds given in §I.T] Readers who are interested in what Armenian brings to the theoretical table
are encouraged to read these chapters. Computationally-minded readers can skip these chapters. The
formalization uses data on Armenian which was already explained in the overview in

In Chapter [2] I describe the complications present in destressed high vowel reduction in Armenian. It
is a cyclic processes which is present in both Modern Western and Eastern Armenian, and inherited from
Classical Armenian. I expand on the how Armenian phonology is organized into a stem-level and word-level
strata based on high vowel reduction and other processes. I show evidence for the existence of the Prosodic
Stem as a sublexical prosodic constituent which is larger than the foot but smaller than the Prosodic Word.

In Chapter 3| I go over compounding in Armenian and how compounds show a bracketing paradox in
plural formation. I document the distribution of the paradox across the Armenian lexicon. I argue that
the data requires a cyclic mechanism such as head-operations, and that it cannot be done with common
counter-cyclic mechanisms such as rebraketing. By understanding the phonology and prosodic structure
of compounds, I then show that the limited variation in compound pluralization is further evidence for the
Prosodic Stem.

With this empirical setting in place, Parts [II} and |IlI| formalize the interface. In Part|lll I first go over the
preliminaries of the logical notation in Chapter @ I set up the notation to handle the hierarchical structure
in morphology and phonology. In Chapter [5] I use the logical notation to define the individual components
of the interactionist model. I define logical transductions for computing the Morphology, Prosody, and
Phonological Rule Domains. These are exemplified for a simplex free-standing root like amusin ‘husband’.

In Chapter [6] I exploit the cyclic nature of the interface. I define additional transductions for generating
derived, inflected, and compounded words. Computing these more complex words requires minimal modifications
to the set of Morphological, Prosodic, and Phonological transductions. Crucially, I show that these processes
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are computationally local. They are local because they do not need quantifiers, i.e., they have Quantifier-Free
computation (Strother-Garcia|2018L[2019). In order to facilitate the logical definitions, I distinguish between
the triggers and targets of these linguistic processes. Whereas the target of these processes are segments, the
trigger is often the topmost morphological node in the tree. I encapsulate the information about this topmost
node into a constant that I call the SETTINGS of the derivation. By doing this encapsulation, I make explicit
the fact that the derivation is implicitly guided by regularly examining the input morphological structure.
The encapsulation likewise acts as a way to factorize the potentially local target of morpho-phonological
processes from the potentially non-local trigger of these processes.

(26) Sketch of an interactionist model with an explicit stage for the SETTINGS

add
trigger
. /\ Output
P Morphology ——— Settings ———— Prosody ——— Phonology ————  root with
root add examine parse apply produce material

I emphasize that the formalization is meta-theoretical. As a young science, theoretical linguistics is
still generating new language theories, and the field has witnessed many significant shifts in theoretical
frameworks (Anderson|1985;|Scheer|201 1};|Goldsmith|2012)). I have tried to keep the computational formalism
as simple as possible by formalizing only the basic aspects of interactionist models. With these basics,
I have formalized a substantial chunk of the interface. Table acts as a summary of some of the
morpho-phonological processes or principles that I have formalized. A more detailed table is provided
in the conclusion chapter I do not formalize theory-specific additions such as Strict Cyclicity, phases,
or output-output constraints.

(27) Aspects of the morphology-phonology interface which are defined

Morphology Prosody Phonological Rule Domains
Affix linearization Syllabification Domains triggered by
Zero Generating syllables Morphemes
Prefix Syllable ordering Morphological constituents
Suffix Resyllabification Prosodic constituents
Mobile Affix Tiers over syllables
Affix Allomorphy Mapping

Inwards-sensitive
Outwards-sensitive
Phono-conditioned
Morpho-conditioned
Tiers over dominance
Compounding
Formation
Head-marking

Generating prosodic constituents
Misaligning prosodic constituents
Restructuring prosodic constituents
Recursive Prosody
Generating
Flattening
Compound prosody

The ultimate goal of Part[[l]is to show not only that we can use logic to define the morphology-phonology
interface, but we also then know that the interface is computationally simple and local. By being local, these
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results indicate that we need simple computational resources to compute the interface. This opens doors to
understanding how the interface can be provably learned and how its computational properties may reflect
the cognitive capacities of natural language.

To hammer down on this final point about locality and generative capacity, Part|lIl| takes a step back and
examines the the various assumptions of the interactionist model.

In Chapter [/ I apply the logical formalization in order to understand the computational properties of
affixation and allomorphy. Again, I show that the bulk of affixation and allomorphy are computationally
local. I provide formal heuristics for determining what is local in phonologically- or morphologically-conditioned
allomorphy; this chapter thus formalizes the common intuition found in morphological theories of what
constitutes local allomorphy (cf. [Embick|2010). Using these heuristics, I show that there does exist some
non-local affixation processes (cf. Paster|2006)). I furthermore show that, besides locality, affixation tends
displays the computational property of order-preservation. Order-preservation is a constraint on possible
input-to-output correspondence relations.

In Chapter |8} I peel away some of the assumptions of my formalization. I show that without using an
encapsulation mechanism such as a SETTINGS, prosodic transductions are still local; however, phonological
rule domains may potentially require non-local triggers. I emphasize potentially because it is difficult to find
concrete cases where the morphological trigger is not within a finite bound from the target. Interestingly,
if we assume a non-interactionist model, then post-cyclic prosody is largely still a local process. Pockets
of non-locality are then found in more complex prosodic transductions such as compound prosody and
recursive prosody.

Finally, Chapter[J|discusses computational and empirical problems within cyclicity and with the interactionist
model itself. Computationally, without a bound on cycles, the computation has unrestricted expressivity
(Kaplan and Kay||1994:365). Empirically, there are a class of processes which reference information that is
generated from future morphological or phonological processes. These include cases of outward-sensitive
allomorphy and postcyclic phonology. In order to compute these processes, I show that all we need
is to simply enrich the input with a mechanism that keeps track of all future morphological operations.
Similar mechanisms are used in Distributed Morphology (Halle and Marantz|1993) and Paradigm-Function
Morphology (Stump|2001). I combine the benefits of both those theories in order to define a computationally
simple way to encode morphological look-ahead. This encoding enriches our sketch of an interactionist
model. This enrichment likewise provides a partial solution to the computational problem of cyclicity.

(28)  Sketch of an interaction model with an Operation stage

proceed

trigger

/\ Output

——> Operation —— Morphology —— Settings ———— Prosody ———— Phonology ———  root with
root  proceed add examine parse apply produce

Input

material

I conclude in Chapter [I0]
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1.A Appendix on computational phonology

Although the computational formalization is couched within 2-level Declarative Phonology, my formalization
has been heavily influenced by developments within subregular finite-state phonology and within 1-level
Declarative Phonology. In this appendix, I go over the empirical coverage of these two frameworks. There
is relatively little work in 2-level Declarative Phonology because of its recency. By providing the coverage
of these three approaches, I hope to foster inspiration on how to combine the insights or tools of each
framework for future work.

1.A.1 Developments in subregular phonology

Although finite-state calculus is sufficient to compute most morphological and phonological processes,
many of these processes require specific subclasses of finite-state machines. There has been much recent
work in defining which subclasses of finite-state calculus are needed to compute morphology and phonology
(Heinz|[2007; Rogers and Pullum|2011; Jdger and Rogers|[2012; Rogers et al.|2013j (Chandlee and Heinz
2017; Heinz||2018)). This research program on subregular finite-state phonology and morphology has
wide empirical coverage. I go over some these areas below.

As a general overview of its empirical coverage, there has been work on defining the right computational
subclasses for:

1. local phonotactics (Chandlee|2014), including metathesis (Chandlee et al.[2012), iterative processes
(Chandlee et al.|2015)), opacity (Chandlee et al.[2018)), and dissimilation (Payne|2014/2017)

2. long-distance phonotactics (Heinz 2007; (Chandlee and Heinz|[2018), including consonant harmony
(Heinz|[2010; [Luo|[2017), vowel harmony (Gainor et al.|[2012; [Heinz and Lai|[2013} [Lai|2015)), and
their mappings (Burness and McMullin/2020)

3. morphological processes such as affixation (Chandlee| 2017)), reduplication (Chandlee and Heinz
2012), and cyclic rule domains (Bjorkman and Dunbar|[2016))

4. suprasegmental processes such as tone (Jardine||2016a)), tone sandhi (Chandlee|2019)), stress (Heinz
2007, 2009, 2014), and sign language phonology (Rawski/2019al)

5. features or feature-based representations (Heinz and Koirala | 2010; Strother-Garcia et al.|2017; Vu
et al.[2018}; Chandlee et al.|2019)

There have been applications to cognition (Rogers and Pullum!2011}; |Lai|2012} [2015}; Heinz and Idsardi
2013; [Hwangbol| 2015} |Avcu| 2018}, 2019} |[Rogers and Lambert| 2019a; |[Lambert and Rogers|2019) and
learnability (Heinz| 2007} Jardine et al.[2014}; |[Chandlee and Jardine|2014; |(Chandlee and Koirala [2014;
Chandlee et al.|2014, 2015), including statistical learning (Heinz and Koiralal[2010; |Vu et al.|2018; [Shibata
and Heinz 2019) . One promising strand of work is discovering how these subregular classes correspond
to different types of logical structures (Rogers and Pullum|201 1} [Strother-Garcial2018, 2019; (Chandlee and
Jardine|[2019bj [Rawski|[2019bj [Rogers and Lambert|[2019b; [Lambert and Rogers|[2020) and different neural
network implementations (Shibata and Heinz|[2016; |Avcu et al.|[2017; |[Rawski and Heinz|2019; [Rawski
2019bj [Nelson et al.|2020). A much more recent direction is finding the connection between subregular
classes and information theory (Dai and Futrell2020). In terms of implementation, the most sophisticated
software support for subregular languages and processes is|Aksénoval (2020alb))’s SigmaPie package.

One strand of work in subregular phonology has been defining new subclasses of finite-state calculus

20



based on linguistic concepts. A major development in this strand are tier-based languages and functions
(Heinz et al.|[2011). Tier-based formalisms have mostly been used to compute long-distance processes,
such as consonant harmony (McMullin/[2016; McMullin and Hansson|[2016)), vowel harmony (Aksénova
and Deshmukh!|2018; Mayer and Major| 2018} |Andersson et al.|[2020), stress (Hao and Andersson|[2019),
morphology (Aksénova et al.[|2016), semantics (Graf|2019b), and syntax when defined over treesm These
have results in learnabilty (Jardine|2016b; [Jardine and Heinz| 2016a; Jardine and McMullin/ 2017) and
cognition (McMullin and Hansson|2019). Various extensions or refinements to tier-based formalisms have
been proposed to handle diverse types of locality domains and blockers over phonological (Graf|2017} |Graf
and Mayer| 2018}; [De Santo|[2018}; [De Santo and Graf][2019; |[Karakas [2020), prosodic (Baek! [2018}; [Hao
2020), and morphological structure (Aksénova and De Santo|2018}; Moradi et al.|2019). These extensions
have some results on learnability (McMullin et al.|2019} Burness and McMullin/2019).

Other developments in subregular phonology have been defining more complex finite-state subclasses
based on strategies such as accessing individual transitions or actions for thythmic syncope (Hao and Bowers
2019), intermediate markup and weak determinism for tonal processes (Lamont et al.[2019), and serial
decomposition for long-distance processes (Lamont/2018)).

There has likewise been work on extended finite-state subclasses to more enriched types of machines,
functions, and representations. These extensions include two-way transducers for reduplication (Dolatian
and Heinz[2018alb, 2019alb, Dolatian and Heinz| forthcoming; Nelson et al.|2020), autosegmental grammars
for tone (Jardine|[2016c¢, 2017al, 2019} [2020), and multi-tape transducers for Semitic templates (Kay|[1987;
Kiraz 2000, 2001; [Hulden|[2009c; [IDolatian and Rawski|2020alb)), tone (Wiebe||1992; [Rawski and Dolatian
2020)), and features (Carson-Berndsen!1998)).

1.A.2 Developments in One-level Declarative Phonology

In mainstream contemporary phonological or morphological research, 1-level DP is not widely used. Its
reliance on using only feature-filling rules and no transformations had currency in the late 1980s and early
1990s due to problems in rule-based phonology and computing cascades of rules. However, even with its
theoretical limitation to only feature-filling processes, there was a coherent body of work that came out of
1-level DP.

Two significant monograph-sized overviews of the tradition are [Bird| (1995) and |Coleman| (1998)). They
develop case studies in phonotactics and prosody to clarify the theory. Smaller conceptual overviews and
theoretical motivations for DP can be found in (Scobbie [1991b; Bird et al.|[1992; [Scobbie||1993a); Bird
1994; [Scobbie et al.|[1996). Earlier developments are (Wheeler]|1981}; |Scobbie|[1991a). Contrasts with other
constraint-based approaches can be found in (LaCharité and Paradis|[1993}; |Scobbie| 1993a; |(Coleman/[201 1}
Scobbie| 1993b). Retrospective overviews are (Coleman![2006| 201 1; [Hammond|2009). Two major papers
are (Bird and Klein|[1994; |Bird and Ellison|[1994). Two large edited volumes are (Bird|1991a; |[Ellison and
Scobbie|1993) which contain multiple case studies. The most significant recent development is/Chew|(2003)
who provides an extensive formalization of Russian morphotactics, phonotactics, and prosody using 1-level
DP.

A wide-ranging yet intimate set of phonological phenomena have been modeled in 1-level DP. These
include reduplication (Keane [2005)), templates (Bird and Blackburn| (1991} [Klein|[1993; Bird and Klein

10See footnoteE]for a some work on subregular syntax when defined over trees.
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1994), prosodic morphology (Walther|[1998| [1999)), morphotactics and allomorphy (Ellison|{1993; |Ogden
1999), focus and intonation (Oehrle|[1991}; Bird|[1991¢j [van der Linden|[1991)), prosodic representations for
syllabification, stress, feet, and word-level prosody (Klein|[1991; Walther|[1993; Dirksen| 1993} |Coleman
1991}, 1992, 1993/ |2000), especially Berber (Scobbie||1993aj (Coleman|[1996), autosegmental structure and
tone (Bird and Klein|[1990; |Coleman and Local [1991)), defaults and exceptions (Calder and Bird |1991}
Gibbon|2001b)), speech synthesis (Coleman and Local|[1992} |Coleman|[1995b), morphological domains and
lexical phonology (Cole and Coleman| 1992} |Coleman||1995a; Orgun|{1998), suprasegmental features and
Firthian prosody (Ogden||1993; [Broe||1991alb). Most of these applications were theory-neutral; though
Russell (1993) developed a computational formalization using Government Phonology.

1.A.3 Recent developments in Two-level Declarative Phonology

Compared to subregular phonology and 1-level DP, there has been less work in 2-level DP because of its
recency. Most work has focused on phonotactics (Rogers and Pullum|2011;Rogers et al.[2013; Heinz[2018)
with recent applications to syllabification (Strother-Garcial 2018, [2019), tone (Jardine and Heinz 2016b;
Chandlee and Jardine||2019a; Jardine| 2014, 2016¢, 2017b; [Koser et al. |2019; [Zhu|[2020; Mamadou and
Jardine|[2020)), stress (Koser and Jardine|[2019)), local and long-distance phonotactics (Chandlee and Jardine
2019b), cliticization (Ashton|2012), theory-evaluation (Grafi|2010a}; [2010b, [Payne et al.| 2017, [Danis and
Jardine|2019| Jardine et al.| to appear, (Oakden| to appear), learnability (Strother-Garcia et al.[|2017; Vu et al.
2018;|Chandlee et al.[[2019)), and the relationship with neural network implementations (Rawski/|2019b).

A lot of work has focused on finding how various phonological theories or representations are computationally

equivalent, whether in syllabification (Strother-Garcial2019) or tone (Danis and Jardine|2019), Jardine et al.
to appear, (Oakden| to appear). There is likewise work in using restricted types of recursive functions in
computing long-distance dependencies (Chandlee and Jardine|2019b)), which can be potentially extended
to iterative prosody. These recursive logical functions have links with Boolean monadic recursive program
schemes; this opens doors to implementation and function composition (Bhaskar et al.[2020). This thesis
resembles [Chew| (2003) in that I provide a systematic formalization for hierarchical aspects of phonology,
specifically on computing morphological structure, prosodic structure, and phonological rule domains.
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Part 1

Cyclic Phonology in Armenian
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Chapter 2

Cyclic phonology of destressed reduction

2.1 Introduction

Phonological processes are often sensitive to morphological, prosodic, and derivational structure (Kiparsky
1982b;; [Nespor and Vogel|1986; Inkelas and Zec|1990; Hargus and Kaisse|1993; Wiese||1994; Scheer|2011)).
In this chapter, I establish the architecture of the morphology-phonology interface for Armenian.

In terms of Morphology, Armenian distinguishes between morphological stems (MStems) vs. morphological
words (MWords). The former is created from derivational morphology, while the latter from inflectional
morphology. For the Prosody, MWords map to prosodic words (PWords),while MStems map to a smaller
prosodic constituent called the prosodic stem (PStem). For the Phonology of rule domains, MStems and
MWords trigger stem- vs. word-level strata. Interestingly, misaligned PStems trigger a separate PStem-level
cophonology or rule domain. These three aspects of the interface (Morphology, Prosody, Phonology) are
organized in a cyclic or interactionist derivation.

I establish the above architecture based on a widespread morphophonological process: Destressed High
Vowel Reduction (29). Armenian is an Indo-European language with two modern standard dialects: Western
(WArm) and Eastern Armenian (EArm). In both dialects, stress is final and suffixation triggers stress
shift. Derivational suffixes also trigger the reduction of destressed (29b)), not unstressed high vowels (29¢),
in a process of Destressed High Vowel Reduction (DHR). But the dialects vary on DHR in inflection. In
WArm, DHR is not triggered by inflection (29¢]291)); while in EArm, DHR is triggered by V-initial but not
by C-initial inflection (29d|291).

(29) a. Base amusin ‘husband’
b. Der. Suffix amusn-utjun ‘marriage’
c. *amsin-utjin
d. V-initial Infl. amusn-6v ‘husband-INST’ Eastern
e. amusin-ov ‘husband-INST’ Western
f. C-initial Infl. amusin-nér ‘husband-pPL’ Eastern & Western

Focusing first on Western Armenian, I show how primary stress is assigned (§2.2)). Then in §2.3] I break
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down DHR into its phonological, derivational, and morphological factors in WArm.

Phonologically, DHR targets high vowels which lost stress (§2.3.1). DHR is insensitive to other phonological
factors such as the distance between the destressed and the newly stressed syllables . Derivationally, I show
that DHR is a cyclic process that applies when certain suffixes trigger stress shift (§2.3.2)). DHR thus shows
a Derived Environment Effect. In fact, DHR can apply a potentially unbounded number of times, depending
on how much derivational morphology we have. But morphologically, not every suffix can trigger DHR
in WArm (§2.3.3). Specifically in WArm, DHR applies in derivation but not inflection. I argue that this
morphological distinction is the basis for stem-level vs. word-level strata. DHR is a stem-level rule in
WArm, not word-level. Section §2.4]then provides more evidence for strata in Armenian.

Moving on to the Eastern Armenian, I argue that DHR is also a stem-level rule in EArm In §2.5] The
reason why V-initial inflection can trigger DHR is prosodic: syllabification and prosodic misalignment. I
argue that the relevant prosodic constituent is not a metrical foot or the prosodic word (PWord). Instead,
pre-inflectional DHR is due to the misalignment of the Prosodic Stem (Downing|{1999al) (§[23_7f]). This
constituent is straddled between V-initial inflection and C-initial inflection. It triggers some but not all
stem-level rules; this means that the PStem is a prosodic constituent which is indexed with its own cophonology.
However, the use of the Prosodic Stem for DHR is not stipulative, and in §2.6|I give independent evidence
for the PStem from appendix incorporation.

Based on DHR in WArm and EArm, I posited a hierarchy of cophonologies: the stem-level, PStem-level,
and word-level. In I show that lexical variation in DHR supports the existence of the PStem-level
cophonology. These cophonologies form a monotonic hierarchy where possible constraint rerankings are
controlled by the Strong Domain Hypothesis (Myers|[1991)).

Finally, I explain the microvariation between the two dialects as due to diachrony (§2.8). Both dialects
descend from Classical Armenian (CArm), where DHR was word-level. In terms of the phonological
life-cycle, DHR narrowed from the word-level in CArm to the stem-level in WArm and to PStem-level
in EArm (30). I argue that this divergence happened because of CArm’s morpheme inventory. In Classical
Armenian, nominal inflection was either V-initial suffixes like dative -oj, or single consonantal suffixes
like plural -k. There were no stressable C-initial consonants like *-ner The modern dialects developed
stressable C-initial inflection like -ner. I argue this change created the PStem in modern Armenian. In
EArm, DHR narrowed down to the PStem-level instead of all the way to the stem-level.

(30) Domain of Destressed High Vowel Reduction across Classical, Western, and Eastern Armenian

Lect Morphological Domain Cophonology
Derivation  V-initial Inflection  C-initial Inflection
CArm v v word-level
EArm v v X stem-level and PStem-level
WArm v X X stem-level

I conclude in §2.9] In the appendix, I sketch a diachronic analysis for the origins of destressed reduction
based on opacity (§2.A). I also summarize the judgment of different grammarians on the productivity of
destressed reduction (§2.B).

!Throughout this chapter, the term ‘C-initial inflection” is used to mean C-initial inflectional suffixes which contain a vowel like
-ner but unlike -k.
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2.2 Stress in Armenian

In Armenian, primary stress falls on the rightmost full vowel in the word. Primary stress assignment is
edge-based, quantity-insensitive, word-bound, and avoids schwas. There is little evidence for feet. The data
in this section is from Western Armenian, but the generalizations extend to Classical and Eastern Armenian.

First, stress is edge-based because it can fall on the final full vowel in a root (31a-1), derivational suffix
(3Ta-ii)), or inflectional suffix (3Ta-iii). Compounds are formed by concatenating two stems with the linking
vowel -a-. They surface with final stress (31b-ii)), even when inflected (3Tb-iii).

(31) a. 1. kordz ‘work’ b. i. seyan ‘table’
ii. kordz-avor ‘worker’ ii. kordz-a-seyan ‘work-bench’
iii. kordz-avor-nér ‘workers’ iii. kordz-a-seyan-nér  ‘work-benches’

Second, stress is quantity-insensitive. Stress ignores the coda size of the final or penultimate syllable
(324). Vowel length is not phonemic; vowel-glide sequences exist and aren’t heavy (32b).

(32) a. i kérdz ‘work’ b. i kdjl ‘wolf’
kordz-i ‘work-GEN kajl-i ‘wolf-GEN
kordz-6v  ‘work-INST kajl-6v ‘wolf-INST

Third, stress is word-bound. It cannot go outside the word and fall on a clitic or a clitic cluster
(33a-1v). Compounds behave the same (33b). Lists of such unstressable clitics can be found in [Margaryan
(1997:78) and |[Khanjian| (2013:72).

(33) a. 1. kordz-avér ‘a worker’ b. 1. kor(fz—a-seyén ‘a work-bench’
ii. kordz-avor-6v ‘with a...” ii. kor(fz—a-seyan—év ‘with a...”
iii. kordz-avor-6v al ‘also with...’ iii. korc?z—a—seyan—év al ‘also with ...
iv.  kordz-avor-6vale ‘isalso with... iv. korcfz-a—seyan—c’)v al e ‘is also with...’

Fourth, stress generally does not fall on the final vowel if it is a schwa Instead, stress is on the preceding
full vowel (34). The final schwa can be part of either an inflectional suffix (34a)) or the root (34b). The schwa
can be either underlying (34c) or epenthetic, whether this epenthesis is optional (34d)) or obligatory (34b).

(34) a. kérdz-o /kordz-DEF/  ‘work-DEF’  c. pitor < Eng. [piro1] ‘Peter’
b. jerpémon /jerpemn/ ‘sometimes’ d. pokr ~ pékar  /pokr/ ‘small’

Primary stress assignment as occurring within the prosodic word (PWord). A simple stress rule is given
in (35)). The PWord is largely isomorphic with the morphological word (MWord), i.e., it includes derivation,
compounding, and inflection, but not clitics. The only non-isomorphism is when a MWord-final consonant

ZHaghverdi| (2016) documents cases where final schwas can get stress in Eastern Armenian. In a larger study, Skopeteas (2019)
finds similar effects but argues it is due to phrasal boundary tones. In onomatopoeic words with only schwas, both initial (Vaux
1998b:133) and final stress (Acaryan|1971;339) are documented. The (un-)stressability of schwas is not crucial to this chapter.
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resyllabifies with a V-initial clitic and leaves the PWord (35d). MWords and PWords are marked by the
subscripts y and ,,.

(35)

c. {kordz-avor-ov}y

Primary Stress Assignment
Assign stress on the rightmost syllable if it has a full vowel (ov ). Otherwise if the final syllable
has a schwa (0,), then stress the penultimate full vowel

oy oy | _(o,)#

{kordz-o}w

d. {kordz-avor-ov}yy al e

- (kérdz-a)y
— (kordAz-avor-év)w
— (korcfz-avor—é.)wV=al e

As for secondary stress, it is on the initial syllable (36) (Abegyan|[1933:20). This creates a hammock
pattern because primary and secondary stress are on opposite sides of the word (Gordon|2002)). Secondary
stress is not iterative; long lapses of unstressed syllables are found (36d). To illustrate the lapses, I show
hypothetical foot boundaries. Clitics are ignored by stress (36¢]).

(36)

o &0 op

Surface
namag
badasxan

badasxan-avor

badasxan-avor-ner-6v

badasxan-avor-ner-ov al e

Hypothetical Feet

(na)(mag) ‘letter’

(ba)(das.xén) ‘answer’

(ba.das)xa(na.vér) ‘responsible’
(ba.das)xa.na.vor(ne.rov) ‘responsible-PL-INST’
(ba.das)xa.na.vor(ne.r6.)v=al e ‘is also with responsible people’

Although I show hypothetical foot boundaries in (36)), the stress data do not show any positive evidence
for feet (DeLisi|2015:42ff, 2018:115). Armenian lacks common correlates found in final-iambic languages.
For example, stress is quantity insensitive and phonetically cued by pitch (Athanasopoulou et al.|2017).
Turkish and French have stress patterns similar to Armenian and have been argued to lack feet (Ozcelik
2017). Feet will be shown to be irrelevant for the analysis of Armenian prosody and reduction.

2.3 Destressed High Vowel Reduction in Western Armenian

In Western Armenian (WArm), there is evidence that stress is being assigned and reassigned as each suffix
is added, i.e., on a cyclic basis. The evidence is Destressed High Vowel Reduction (DHR).

(37)

o &0 oPp

Base
Der. Suffix

V-initial Infl.
C-initial Infl.

amusin

amusn-utjin

*amsin-utjun

amusin-6v

amusin-nér

‘husband’
‘marriage’
‘husband-INST’ Western
‘husband-pL’ Western
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Adding a derivational suffix triggers a cycle of stress assignment and the reduction of the destressed high
vowel i (37D)). In contrast, the unstressed high vowel u does not reduce (37c). DHR distinguishes derivation
from inflection: inflection triggers stress shift but not reduction (37dJ37e). 1 expand on the phonological

(§2.3.1)), derivational (§2.3.2)), and morphological (§2.3.3) factors behind DHR.

2.3.1 Phonology of reduction

Phonologically, DHR is limited to high vowels, and it is affected by stress shift and marked syllable
structure (§2.3.1.1). It is insensitive to other phonological factors, such as secondary stress and the location
of the destressed vs. newly stressed syllables (§2.3.1.2). I go through these factors below.

2.3.1.1 Destressing and syllabifiability

Among monophthongs, only a stress-less high i or u can reduce (38al38b). Non-high vowels do notE]

(38) a. badfg ‘punishment’ amis ‘month’

badz-€l ‘to punish’ ams-agan ‘salary’

b. makur ‘clean (adj)’ doxur ‘sad’
makr-¢l ‘to clean’ doxr-utjun ‘sadness’

c. had?,éx ‘frequent’ arak ‘fast’
had}ax—él ‘to frequent’ arak-anal ‘to speed up’

d. darpér ‘different’ arhést ‘craft’
darper-él ‘to differentiate’ arhest-avér ‘craftsman’

e. 30y0v ‘assembly’ ator ‘chair’
30yov-¢l ‘to collect’ ator-ag ‘stool’

However, not just any stressless high vowel can reduce; it has to specifically be a destressed high vowel
(Katvalyan||1989:89; |Margaryan| 1997:87; [Vaux|1998b: 148; |Khanjian|2009). A destressed vowel is a vowel
which is stressed in the base but not in the derivative: badizg ~ badz-€l . To illustrate, the words in
have multiple high vowels. But note that only the destressed high vowel can reduce in the derivative.

(39) a. irigun ‘evening’ b. amusin ‘husband’ C. digfn ‘lady’
irign-ajin  ‘evening (adj.)’ amusn-anal ‘to marry’ dign-utjun  ‘ladyship’
*irgun-ajin *amsin-anal *dgin-utjun

The same applies for roots with multiple vowels but only one high vowel. If the high vowel is unstressed
in the base, it stays unstressed in the derivative and does not reduce (0). It does not matter if the high vowel
is in the first (#0a)) or second syllable (40b)), or whether it has an onset or not ({#0c).

(40) a. dzidzdy  ‘laughter nihér ‘skinny’ kifér ‘night’
dzidzay-él ‘to laugh’ nihar-utjin ‘skinniness’ kifer-ajin  ‘nocturnal’

3 An exceptional set of roots with non-high vowels show apparent destressed reduction. These are discussed in

28



b. moaxitar ‘comforter’ vostigan ‘policeman’ heyindg ‘author’

moxitar-ank ‘comfort’ vostigan-uhi ‘policewoman’ heyinag-él  ‘to compose’
c. imadst ‘meaning’ urdx ‘happy’ ifxan ‘prince’
imast-agdn ‘intellectual’ urax-anadl  ‘to be happy’ ifxan-utjun ‘principality’

Unsurprisingly, if affixation does not trigger stress shift, then there is no destressed reduction. In (1)), the
nominalizer -k cannot trigger stress shift for phonological reasons: it lacks a full vowel.

(41) a. dari ‘year’ b. kaxtni ‘secret (adj)’ c. pari ‘good’

’

dari-k ‘age kaxtni-k ‘secret (n)’ pari-k ‘charity’

DHR manifests as vowel deletion (42a), unless deletion would create an unsyllabifiable consonant cluster.
In general, the maximal syllable is CVCC: complex onsets are banned while complex codas have falling
sonorityﬂ To avoid bad clusters, the destressed high vowel is replaced by a schwa (42b). Whether the
schwa is epenthetic (Vaux/[1998b; [Khanjian/2009) or corresponds to the destressed vowel (Xacatryan!|1988))
is controversial but orthogonal to this chapter.

(42) a. amusin ‘husband’ b. azniv ‘honest’
amusn-utjun ‘marriage’ aznov-utjin ‘honesty’
*amuson-utjun *aznv-utjun

2.3.1.2 Insensitivity to other prosodic factors

Having shown what phonological factors control DHR, I now go over prosodic factors which do not affect
reduction. First, DHR is only sensitive to primary stress and it ignores secondary stress. Initial secondar
stress does not protect destressed high vowels in monosyllabic roots from DHR: ptirt derives p9rt—a—vad3ér

(43) DHR ignores root or suffix size in derivation

Root size o oo
purt ‘wool’ gamurd3 ‘bridge’
Suffix size -0 port-éy ‘woolly’ gamsr(fg,—aig ‘small bridge’
-o0 port-aran ‘wool shop’ gamgr(%—ajin ‘relating to bridges’
Compound size LV-o | port-a-kérdz ~ ‘wool-stapler’ | gamord3z-a-diurk  ‘bridge-toll’
LV-oo pgrt—a—va&:?,ér ‘wool-seller’ gamsr&g—a—kalﬁx ‘bridge-head’

“There are a few known exceptions to the ban on complex onsets: consonant-glide clusters (Vaux|1998b:81), borrowed proper
names (Baronian|[2017), word-initial obstruent-rhotic clusters (T’ oxmaxyan||1988), and word-initial obstruent clusters that are
aspirated or fricated (Hovakimyan!/2016). The main exception to falling-sonority complex codas are stem-final appendixes (Vaux
and Wolfe[2009). This is discussed in

>To explain this, we could argue that high vowels do not get secondary stress (Vaux|[1998b:149). But this is not confirmed
from acoustic data (T"oxmaxyan|1983} |Athanasopoulou et al.|2017). Furthermore, it is unclear if secondary stress is relevant.
Secondary stress has weaker cues in Armenian than primary stress (Abegyan||1933;20). Although there are diachronic processes
which reference secondary stress, e.g., medial syncope (@ (DeLis1/2018), there are no attested synchronic processes which do.
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Second, DHR is not pretonic reduction (43)). The destressed vowel can be at any distance from the stressed
vowel: purt ~ pgrt—a—vac%eir. When a derivational suffix is added to a root, DHR can apply regardless of the
size of the root or suffix. Most derivational suffixes are monosyllabic or disyllabic (Dum-Tragut|2009:652);
there are no larger suffixes. DHR likewise applies in compounds. The size of the first or second root doesn’t
matter (43). Most roots are monosyllabic or disyllabic, but larger roots exist (#4)). These can reduce just like
smaller roots, whether before derivational suffixes or in compounding.

(44) DHR for trisyllabic roots

ooo stem Derivative 274 stem Compound

a. 3oyovurt 30y0v9rt—anétAs hamdr 30yovart-a-hamar
‘populace’ ‘populace’ ‘count’ ‘demography’

b. potorig potorg-al fﬁnﬁ potorg-a—jﬁnﬁ
‘storm’ ‘to bluster’ ‘breath’ ‘tempestuous’

c. moderim maderm-utjun @éjn m@)derm—a—@a’jn
‘intimate’ ‘intimacy’ ‘voice’ ‘intimate voiced’

Finally, in previous examples, stress shifted to a V-initial element. But when DHR applies in derivational
morphology, the syllable structure of the new element does not matter. The derivational element can be a
V-initial or C-initial suffix EI In compounding, the linking vowel -a- is generally used (Donabédian
2004). In some compounds, the linking vowel is exceptionally absent but DHR can still apply (45b).

(45) a. zoyovurt ‘populace’ b. din + dés “house + see!’
3oyovart-agan ‘popular’ don-dés ‘house-keeper’
3oyovart-jan ‘popular’

2.3.2 Derivational history and reduction

Having established the relatively simple phonology behind DHR, I now show how DHR is sensitive to
a word’s derivational history. Because DHR is mainly triggered by stress shift, I show that DHR shows a
Derived Environment Effect (§2.3.2.1) and it displays unbounded cyclicity (§2.3.2.2).

2.3.2.1 Destressed vowel reduction as a Derived Environment Effect

As said, the application of DHR depends on a word’s derivational history. This makes DHR a Derived
Environment Effect (DEE) (Kiparsky|/1973) which shows Non-Derived Environment Blocking (NDEB)
(Kiparsky|1993). There is a wide literature on how to formalize DEEs (L.ubowicz|2002; Wolf|2008; Burzio
2011} [Inkelas|[2014). For Armenian, [Vaux| (1998b:148) uses rules with the Strict Cycle Condition while
Khanjian| (2009) uses constraints with Comparative Markedness (McCarthy|2003; |Lubowicz|[2003)). Here, I
represent DHR by a simple rule that references ‘destressed’ vowels via a diacritic: 7,

SThere is variation in DHR when the suffix -jan is used to form surnames, e.g. manug ‘small’ ~ manug-jan ‘Manougian’, sarkis
~ sarkis-jdn (two names in WArm), vs. sargis ~ sargos-jan (two names in EArm).
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(46) Destressed High Vowel Reduction (DHR)
If a high vowel is destressed, it is deleted or replaced by a schwa. Deletion is used if it won’t create
an unsyllabifiable cluster; otherwise a schwa is used
Lii — 0/ VC1(Cs)_CV such that C;Cs can form a complex coda
o/ elsewhere

I illustrate a sample derivation below[]

(47) a. hivant ‘sick’ hankist ‘relaxed’ amusin ‘husband’
hivant-anal ‘to become sick’ hankost-andl  ‘to relax’ amusn-andal ‘to marry’
*hovant-anal *hankist-anal *amsin-andl

b. Deriving base-derivative pairs for destressed high vowel reduction

Base Underlying form | /hivant/ /hankist/ /amusin/
Stress hivant hankist amusin

Derivative  Suffixation hivéant-anal hankist-anal amusin-anal
Stress hivant-anal hankist-anal amusin-anal
DHR hankaost-anal amusn-anal

From hivént, we derive hivant-andl. The high vowel does not reduce because it is unstressed in both the
base and the derivative. For hankist ~ hankost-andl, the high vowel i is reduced because it was destressed,
1.e., stressed in the base but not in the derivative. The vowel is reduced to a schwa because deletion cannot
form a syllabifiable cluster. And for amusin ~ amusn-andl, the first high vowel u does not reduce because
it wasn’t stressed in the base. The second high vowel i is reduced because it is destressed. It is is deleted
because the resulting cluster is syllabifiable.

2.3.2.2 Unbounded cyclicity in DHR

Because DHR depends on cyclic stress shift, DHR shows signs of unbounded cyclicity. In all previous
examples, the destressed high vowel was in a root, but destressed high vowels in suffixes can also reduce.

(48) a. azk ‘nation’ b. jérk ‘song’ c. marz- " /sports’
azk-ajin ‘national’ jerk-it[ ‘singer’ marz—iﬁ ‘trainer’
azk-ajn-agdn  ‘nationalist’  jerk-t[-uhi ‘female singer’ marz-{f-agan  ‘of trainers’

Multiple application of DHR is found in compounds. The individual stems in a compound can consist of
zero (@9a)) or more derivational suffixes (49b). Compounds generally have at most two stems. Compounds
with three or more stems are rarer and restricted to technical jargon; but when formed, they can show DHR
#9¢). Outside of compounds, it is rare to find a word with destressed high vowels in both roots and suffixes.

I am currently developing a formalization using constraint conjunction (Eubowicz|2002): *i,u[-STRESS]&IDENT[STRESS].
This is violated by unstressed high vowels that lost stress in the derivation.
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(49) a. sird ‘heart’ b. kir ‘handwriting”  c. jergfr ‘Earth’

lar ‘string’ kar—iﬁ ‘pen’ t[tr ‘water’
sord-a-lar  ‘heart-string’ dip ‘box’ volort ‘circuit’
kor-tf-a-dup ‘pencil-box’ jergr-a-tfor-olort ..

Thus, DHR is a cyclic process that can apply a potentially unbounded number of times, depending on the
number of morphemes. In this way, it resembles stress preservation in English (Chomsky and Halle||1968};
Collie|[2007, [2008), destressed a-raising in Romanian (Steriade||2008a), and a-raising in Qashgar Uyghur
(Orgun|[1994; Nevins and Vaux/[2008:10ff).

Unbounded cyclicity is theoretically and empirically controversial (Bermudez-Otero|2011)). It was assumed
in earlier rule-based cyclic phonology (Chomsky et al.[1956;|(Chomsky and Halle|1968]) and lexical phonology
(Kiparskyl|[1982b). It is possible in some current frameworks via recursive computation (Kenstowicz||1996;
Benua|1997) or probabilistic stem storage (Collie[2007,2008; Bermudez-Otero and McMahon|2006; Bermudez-Otero
2016). The unbounded cyclicity of DHR cannot be reduced to other factors such as prosodic alignment
(Liberman!|1975; McCarthy and Cohnl[1998)) (cf. |(Cohn|[1989; |Duanmul[1999).

2.3.3 Morphology of reduction

In contrast to the previous sections, not every instance of stress shift will cause DHR. Stress shift is
triggered by derivation (compounding and affixation) and by inflection (50). But DHR is more restricted. In
WArm, it is triggered in derivation (50ji,iii) but not inflection (50jv-vi) (Avetisyan|[2007:41,201172).

(50) Application of DHR in WArm derivation, but not inflection

a. monosyllabic base b. polysyllabic base

i Base taxt ‘paper’ amusin ‘husband’

it~ Der. Suffix toxt-aran ‘paper-mill® amusn-utjun ‘marriage’

iii  Compound tordm ‘money’ zlirg ‘deprived’
toxt-a-tordm  ‘paper-money’ amusn-a-zirg  ‘spouse-deprived’

iv  V-initial Infl. tuxt-6v ‘paper-INST’ amusin-6v ‘husband-INST’

v C-initial Infl. N/A amusin-nér ‘husband-pPL’

vi  Stacked Infl. tuxt-er-6v ‘paper-PL-INST’ amusin-ner-6v  ‘husband-PL-INST’

In WArm, inflection systematically blocks reduction. It does not matter if the inflectional suffix is V-initial
(50fv), C-initial (50), or stacked (50pi), or if the root is monosyllabic (50R) or larger (50p). Monosyllabic
roots do not have C-initial inflection (50p-v). In fact, regular nominal inflection is agglutinative in Western
Armenian and it robustly blocks DHR. In (51)), I show the regular plural and case markers for monosyllabic
and polysyllabic nounsﬂ The plural shows phonologically-conditioned allomorphy: -er after monosyllables

8The gloss can be translated as the ‘the hydrosphere of the Earth’s crust’. The v is epenthetic (Vaux||{1998b:13). The
linking-vowel is absent before vowels (Donabédian|2004).

Besides case and plural marking, DHR is inactive throughout Western Armenian regular inflection. Some suffixes lack full
vowels and thus can’t trigger stress shift or DHR: -o/-n -DEF, -0s/-s -1SGPOSS, -ot/-t -2SGPOSS. The plural possessive suffix is
-ni after polysyllabic bases but -er-ni after monosyllabic bases with a spurious plural (Arregi et al.|2013; Wolf|[2013)). It does not
trigger reduction: fun-er-nis ‘our dog’, axtjig—ni’—s ‘our girl’. An apparent exception is verbal inflection which shows reduction. But
this isn’t a true exception. Verbs are formed with verbalizing theme vowels: kir ‘writing’ to kor-é-1 ‘to write’. Theme vowels act
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and -ner elsewhere. The choice is arbitrary and generally not phonologically-optimizing (Vaux 2003)@ But
regardless, DHR generally does not apply in regular inflection, even when inflection is stacked (5T).

(51) Regular inflection in Western Armenian without reduction

‘ Base size Citation form Dative/Genitive  Ablative Instrumental
Singular | o tuxt ‘paper’ tuxt-i tuxt-e tuxt-ov
oot amusin ‘husband’  amusin-i amusin-e amusin-ov
Plural o tuxt-er ‘papers’ tuxt-er-u tuxt-er-e tuxt-er-ov
oot amusin-ner ‘husbands’ amusin-ner-u amusin-ner-e  amusin-ner-ov

I formalize the above derivation vs. inflection distinction with stem vs. word strata (Kiparsky|1982b}, 2000,
2015; |Bermudez-Otero|[2011} 2012} |2018])). Free-standing roots, derivational suffixes, and compounds form
Morphological Stems (MStems or MS), while inflection creates Morphological Words (MWords or MW).
MStems trigger the stem-level cophonology of stress and DHR; MWords trigger the word-level cophonology
of stress without reduction. In (52)), I illustrate the stratal derivation of the base amusin, its derivative
amusn-utjun, and its inflected form amusin-ov.

(52) Stratal derivation of the root amusin, derivative amusn-utjun, and inflected amusin-ov

MWNOM
MWyom MS, MW st
MS, MS, MS,
v n NOM v T r‘l N(‘JM Vv n INST
o | o
famusin/ -0 -0 famusin/ -0 /utjun/ -0 famusin/ -0 /-ov/
Input Jamusin -Qg -0y / /amusin -@g -utjung -G/ /amusin -g -ovyy /
Cycle | MORPH Spell-out | /amusin -0g / Jamusin -0g / Jamusin -0s /
PRrROSODY Syllabify | a.mu.sin a.mu.sin a.mu.sin
PHONO SLevel  Stress a.mu.sin a.mu.sin a.mu.sin
DHR
Cycle 2 MORPH Spell-out a.mu.sin - /-utjung/
PrROSODY Syllabify a.mu.sin-u.tjun
PHONO SLevel  Stress a.mu.sin-u.tjiin
DHR a.mus.n-u.tjin
Cycle 3 MORPH Spell-out | amusin /-Qy/ amusn-utjun /-Qyy/ a.mu.sin /-ovyy/
PrROSODY Syllabify a.mu.si.n-ov
PHONO WLevel  Stress amusin amusn-utjun a.mu.sin-6v
H Output ‘ amusin amusn-utjun amusin-6v H

as derivational suffixes and are found almost everywhere in a verb’s inflectional paradigm: kor-é-m ‘I write’. Some paradigm cells
replace the theme vowel with some other V-initial suffix and still show reduction: kor-adz ‘written’. Thus, verbal inflection shows
reduction because it requires an intermediate step of adding the theme vowel. Finally, DHR can exceptionally apply in irregular
inflection; I discuss this in

"Many cases of syllable-counting allomorphy are phonologically-optimizing and reference feet (Kager||1996% |Gonzalez|2005).
But see |Vaux/| (2003); |Paster| (2005} 12006}, 2019) for more cases that do not reference feet and aren’t optimizing.
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Each cycle includes a round of morphological, prosodic, and phonological processes. The phonological
processes are triggered by different cophonologies (Inkelas| 2014). The MStems and MWords have a
subscript for their morphosyntactic feature. In their underlying form, affixes have a subscript g or y to
indicate that they trigger the stem-level or word-level cophonology. I assume that free-standing roots form
an MStem with a covert category-head (Giegerich|[1999; Marantz 2007). I assume that stems can form
MWords via covert nominative case. Grey cells indicate that a given item doesn’t undergo a certain step.

In Cycle 1, the root is spelled out, syllabified, and undergoes the stem-level phonology to get stressed:
amusin. In Cycle 2, the derivative is formed. The stem-level phonology of stress shift and reduction is
applied: amusn-utjin. In Cycle 3, covert or overt inflection is added and the word-level cophonology is
applied. For the base and derivative, Cycle 3 vacuously places stress on the last syllable again. For the
inflected word amusin-ov, the word-level phonology is applied with stress shift but no reduction: amusin-6v.
I assume that the word-level is postcyclic, and that the stem-level is cyclic (Booij and Rubach|[1987). In the
next section, I provide additional evidence for strata in Western Armenian.

2.4 Lexical strata elsewhere in Western Armenian

In WArm, DHR is sensitive to derivation vs. inflection. I formalized this difference with strata. Here, I
show independent evidence for strata elsewhere in WArm: Destressed Diphthong uj-Reduction and vowel
hiatus. Readers should note that these processes are treated as diagnostics for the stem-level cophonology.

2.4.1 Destressed Diphthong uj-Reduction

Armenian has sequences of vowels and glides uj, ju, aj, ja, ej, je, oj, jo, which I descriptively call
diphthongs. Of these, in general, only uj undergoes destressed reduction. Destressed uj reduces to [u]
in derivation, both suffixation (53fi) and compounding (53]iii), but not in inflection (53jv).

(53) Destressed Diphthong uj-Reduction in roots

i. Base ii. Derivative iii. 2"¢ stem  Compound iv. Inflected
a. Zgrﬁj@ zoruts-¢l, *zor.{s-él kir-k zoruts-a-kir-k zarujfé—c')v
‘conversation’  ‘to converse’ ‘book’ ‘conversation-book’  ‘conversation-INST’
b. Iijs lus-avor, *los-avor naman lus-a-noman lujs-6v
‘light’ ‘luminous’ ‘similar’ ‘light-like’ ‘light-INST

Reduction can apply in suffixes (54p), especially when the suffix is on a bound root (54p).

(54) Destressed Diphthong uj-Reduction in suffixes

i. Root or base  Suffixed ii.Derivative iii. 274 stem Compound iv. Inflected

a. sovor sovor-ujt sovor-ut-ajin mol-utjin sovor-ut-a-mol-utjin  sovor-ujt-6v
‘accustomed’ ‘custom’ ‘customary’ ‘addiction’ ‘routinism’ ‘custom-INST’

b. jerev-il jerev-ujt jerev-ut-agan dib jerev-ut-a-dib jerev-ujt-6v
‘to appear’ ‘appearance’  ‘visible’ ‘type’ ‘phenotype’ ‘appearance-INST’
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Destressed uj reduces to [u]. Destressed Diphthong uj-Reduction (DDR) forms a counterfeeding chain
shift with Destressed High Vowel Reduction (DHR). The [u] does not delete (53p) or further reduce to schwa
.)E] This creates a case of stratum-internal opacity. I represent DDR Wlth a simple stem-level rule (55al)
that is ordered after DHR EI illustrate a derivation for the derivative zorufs-el 1. 3p-ii) and inflected base
ZQTthE—OV |= -iv) in @ . I omit the prosodic step for syllabification.

(85) a.

Destressed Diphthong uj-Reduction (DDR)

If a diphthong uj vowel is destressed, it is reduced to u

u — u

b. Stratal derivation of the derivative zoruts-el and Zgruths-ov

MS, MW
MS,, MS,,
\/ n \ \//\n NOM
I o
Izorujts/ -0 [-el/ [zorujts/ -0 /-ov/
Input Jzorujts -0g -elg/  /zorujts -5 -ovyy/
Cycle ] MORPHO Spell-out | /zorujts -0/ Jzorujts -0g/
PHONO Slevel  Stress zarujts zorujts
DHR
DDR
Cycle2 MORPHO Spell-out | zordjts - /-elg/
PHONO SLevel  Stress zorujts-¢1
DHR
DDR zoruts-¢1
Cycle 3 MORPHO Spell-out | zoruts-él zofujts /-ovyy /
PHONO WLevel Stress zgrﬁj’@—()v
H Output zoruts-€l zorujts-ov H

2.4.2 Vowel hiatus and positional faithfulness effects

Further evidence for strata comes from initial segment protection and vowel hiatus repair. In previous
examples, the reduced destressed high vowel was in a closed CVC(C) syllable. But when the vowel is
root-initial, i.e., in an onsetless syllable in a monosyllabic root, then it generally does not reduce in derivation
or inflection (Margaryan|[1997:94ff). Exceptions exist in derivation but not inflection (56f).

""In a handful of derivatives, destressed uj is deleted or replaced by schwa: gabiijd ‘blue’ and gabd-a-kiijn ‘blue-colored’. This
is due to a sporadic diachronic process of diphthong monophthongization which created synonymous alternating bases: gabujd;
gabud ‘blue’ (Margaryan||1997;111; |Avetisyan|2011;27). If the derivative is formed from the diphthong-base, then diphthong
reduction applies: gabud-a-kijn. Else if the derivative is formed from the monophthong-base, then high vowel reduction applies:
gabd-a-kujn. Monophthongization also targeted some bases with ju: tSJun fstn ‘snow’ and fson-a-mdrt ‘snowman’. See Greppin
and Khachaturian| (1986)) on the dialectal distribution of monophthongization. See Khanjian|(2009) for discussion on the phonetic
and phonological differences between the diphthongs uj, ju and high vowels.

2K hanjian| (2009) formalized this chain shift with distantial faithfulness constraints. I am currently developing a formalization
using constraint conjunction
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3 >

(56) a. f3 ‘viper’ b. uxt VoW c. fy@ ‘wish’

iz-agan ‘viperish’ uxt-¢l ‘to vow’ oyts-€él ‘to wish’
iz-ér ‘viper-PL’ uxt-ér ‘VOw-PL’ iyts-ér ‘wish-PL’

The preference for stem-initial high vowels to not reduce is due to a positional faithfulness constraint
(Beckman|[1997) for stem-edges (57). This constraint blocks DHR at stem edges. It is is ranked higher than
the output constraints which trigger destressed reduction.

(57) Protecting high vowels at stem edges:
IDENT-EDGE: High vowels do not reduce if they are at the edge of a stem.

This constraint also protects stem-final high vowels in vowel hiatus (Casalil[1997). This constraint
must differentiate between initial and final edges, between final i and u, and between monosyllabic vs.
polysyllabic roots (cf. Becker et al|2012). To illustrate, consider the roots in (58) where the destressed
high vowel i is in a stem-final open syllable. If the root is monosyllabic, the high vowel is not deleted in
derivation or inflection. Glide epenthesis applies to repair vowel hiatus.

(58) fsi ‘horse’ ti ‘shovel’ i ‘copious’
tsij-avor ‘horseman’ tij-ag ‘shovel’ lij-andl ‘to fill’
tsij-ér ‘horse-PL’ tij-ér ‘shovel-pPL’ lij-ér ‘copious-PL’

But if the stem-final i is in a polysyllabic root, we find different possible repairs. In derivation, vowel
hiatus can be repaired by deletion (59a)), coalescence (59b) (with /-agan/), glide formation (59¢), or glide
epenthesis (59d). The choice is unpredictable and lexeme-specific, but deletion is the most common strategy.
In inflection, only glide epenthesis is allowed in Western Armenian.

(59) a. tofnami ‘enemy’ c. goyzi ‘island’
toJnam-agan ‘hostile’ goyzj-ag ‘islet’
toJnamij-¢é ‘enemy-ABL’ goyzij-€é ‘island-ABL’

b. hoki ‘soul’ d. vorti ‘son’
hoke-gan ‘spiritual’ vortij-agan “filial®
hokij-é ‘soul-ABL’ vortij-é ‘son-ABL’

Similar variation is found for destressed stem-final u in vowel hiatus. Both in monosyllabic (60a)) and
larger roots (60b), stem-final /u/ is turned into [v] (glide fortition) in derivation; schwa epenthesis may apply
to repair the consonant cluster. Glide epenthesis can occur but it is less common (60c)); deletion is rare. But
in inflection, glide epenthesis is the only productive strategy in Western Armenia

(60) a. pu ‘owl’ b. meyd ‘bee’ c. ot-a-tju ‘aviator’
pav-al ‘to screech’ meyv-agan ‘apian’ ot-a-t[uj-agan ‘aeronatic’
puj-€ ‘owl-ABL’ meyuj-é ‘bee-ABL’ ot-a-tfuj-é  ‘aviator-ABL’

In WArm, pre-inflection glide fortition is restricted to lexicalized phrases. It is more common in EArm (Avetisyan|2007:83;
Vaux|1998b;19). In @ I show that pre-inflectional vowel hiatus repair is slightly more lax in Eastern Armenian.
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To summarize, destressed reduction thus does not apply for high vowels at stem-edges because of positional
faithfulness. Instead, vowel hiatus repair rules apply and these vary depending on the high vowel, syllable
size, lexeme, and stratum. All of these processes are sensitive to derivation vs. inflection (Minassian
1980:46f1f,95; Margaryan| 1997:103ff; Vaux|1998b: 191f; Sowk1asyan!2004:50).

In the stem-level phonology, we need different lexeme-specific rules or indexed faithfulness constraints
for vowel deletion (MAX-V), glide epenthesis (DEP-j), glide formation (IDENT[SYLL]), glide fortition
(IDENT[CONS]), and vowel coalescence (UNIFORMITY). In the stem-level cophonology, the markedness
constraint *VV is ranked above these faithfulness constraints. The faithfulness constraints have different
rankings in the stem-level, e.g., stem-level deletion needs the ranking *VV >> DEP-j >> MAX-V. In the
word-level phonology, most of these faithfulness constraints are promoted over DEP-j: *VV >> MAX-V
>> DEP-j. This makes glide-epenthesis the only productive hiatus repair rule in the word-level.

2.4.3 Interim summary: Strata in Armenian

The table in (6I) summarizes the domains of various morphophonological processes in Western Armenian.
These include Destressed High Vowel and Diphthong uj-Reduction, and vowel hiatus repair. Note how
derivational and inflectional morphology cleanly align with the stem-level and word-level cophonologies.

(61) Domains of destressed reduction processes and vowel hiatus repairs in Western Armenian

Phonological Process Morphological domain | Cophonology | Structure-changing?
Derivation Inflection

Final primary stress v v stem-level and | v/
word-level

Destressed reduction  of high vowels v X stem-level v

of diphthong uj | v/ X stem-level v

Vowel hiatus repair ~ Glide-epenthesis | v/ v stem-level and | X
word-level

Glide fortition v X stem-level v

Glide formation | v/ X stem-level v

Coalescence v X stem-level v

Deletion v X stem-level v

Except for stress shift, the word-level processes are structure-building (epenthesis) and not structure-changing

(no reduction, deletion). A process is structure-changing if it changes features or deletes segments. The
tendency for the word-level stratum to respect the phonological structure of previous levels or cycles has
been formalized by Structure-Preservation (Kiparsky|1985) or the Strong Domain Hypothesis (Myers|1991)
in Lexical Phonology, higher ranked faithfulness in Stratal OT (Bermudez-Otero|2018]), and Phonological
Persistence in Phase-based phonology (Newell|2008; Newell and Piggott|2014).
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2.5 Destressed reduction in Eastern Armenian

We have seen so far DHR is triggered in derivation in both dialects:amusin ~ amusn-utjin ‘husband ~
marriage’. In WArm, DHR is blocked before both V-initial and C-initial inflection: amusin-6v ~ amusin-nér
‘husband-INST ~ husband-PL’. But in EArm, DHR applies in derivation amusn-utjiin and in V-initial
inflection amusn-6v, not in C-initial inflection amusin-nér. This section shows why reduction is possible
in EArm V-initial inflection. It is not because EArm V-initial inflection is morphosyntactically different
from V-initial inflection in WArm (§2.5.1)) or from C-initial inflection (§2.5.2)). Instead, it is the result of
syllabification of MStems with inflection. I argue that this triggers the prosodic misalignment of a prosodic
constituent. I argue that this constituent is not a foot or a PWord (§2.5.3)), but the Prosodic Stem (§2.5.4).

2.5.1 Similarity of Eastern and Western Armenian morphology and phonology

Eastern and Western Armenian are mutually intelligible. Their main differences are in their phoneme
inventory (Vaux|1998b; | Vaux and Samuels|2005;|Baronian|2017), verbal conjugation (Vaux|1995a; Kozintseva
1995} [Donabédian| 2001b; [Donabédian||2016; Baronian| [2006; [Plungian! [2018])), and syntax (Sigler {1997}
Ackerman et al.| 2004; Megerdoomian| 2009; |Khanjian| 2013; |Donabédian| 2018). But in terms of their
morphophonology, there are few differences (Avetisyan|[2007, 2011). Stress is final in EArm (62) just as
it is in WArm. Destressed uj-reduction applies in the stem-level cophonology of derivation, but not in the
word-level cophonology of inflection.

(62) zorijts” ‘conversation’ lijs ‘light’ gijn ‘color’
zoruts"-é1  ‘to converse’ lus-avor ‘luminous’ gun-avér  ‘colorful’
zorujts"-6v  ‘conversation-INST’ lujs-6v ‘light-INST’ gujn-6v ‘color-INST’

Morphologically, nominal inflection is agglutinative in both dialects. The dialects differ in few slots (63).
EArm has an additional locative case marker -um. The ablative is -its" in EArm but -e in WArm. The
dative/genitive is -i in singular and plural nouns in EArm, but -i in singular and -« in plural nouns in WArm.

(63) Paradigm for regular nominal inflection in Western and Eastern Armenian

| Citation form ~ DAT/GEN ABL INST Loc
Singular | WArm pag ‘yard>  pag-i pag-¢ pag-ov
EArm  bak ‘yard’  bak-i bak-its bak-ov bak-um
Plural WArm pag-er ‘yards’ pag-er-u pag-er-e  pag-er-ov
EArm bak-er ‘yards’ bak-er-i bak-er-its bak-er-ov  bak-er-um

The dialects share almost the same lexicon. Besides loanwords, some differences are due to sporadic
sound changes. One particular sound change is medial syncope (64). In the change from CArm to WArm and
EArm, some (64a)) but not all (64b) medial unstressed non-high vowels were syncopated. Medial syncope
was sporadic and more prevalent in WArm than in EArm (64c]|64d)) (Margaryan|[1997:88,1091t,124ff; [Vaux
1998b:138,148; Sowk’iasyan|2004:51; |Avetisyan[2007:83-5,2011:54-60,97,123; |DeLisi 2018:26){13-]

'“Examples are from [Hagopian| (2005)’s bi-dialectal glossary. Syncope was not destressed reduction because unstressed vowels
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(64) a. EArm WArm b. EArm WArm

avél avél ‘broom’ urdx urax ‘happy’
avl-él avl-él ‘to sweep’ urax-anal  urax-anal  ‘to be happy’
c. avér avér ‘destruction’ SOVOr sovor ‘accustomed’
aver-¢1 avr-¢l ‘to destroy’ sovor-¢l sorv-il ‘to study’
d. méts médz ‘big’ art™in artin ‘awake’
mefs-andl  medz-ndl  ‘to get big’ art'n-anal  arton-nél ‘to wake up’

To summarize, EArm and WArm have virtually the same morphology. In both dialects, derivation creates
MStems while inflection creates MWords. Destressed uj-reduction applies in the stem-level but not the
word-level cophonology. The fact that diachronic syncope was more common in WArm than in EArm
suggests that WArm should show more destressed reduction than EArm. The next 