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This review article takes a new look at the problem of characterization of structural properties

and reaction dynamics of supported metal catalysts. Such catalysts exhibit an inherent

complexity, particularly due to interactions with the support and the adsorbate molecules, which

can be highly sensitive to environmental conditions such as pressure and temperature. Recent

reports demonstrate that finite size effects such as negative thermal expansion and large bond

length disorder are directly caused by these complex interactions. To uncover the atomistic

features underlying the reaction mechanisms and kinetics of metal catalysts, experimental

characterization must accommodate the challenging operation conditions of catalytic processes

and provide insights into system attributes. The combined application of x-ray absorption

spectroscopy (XAS) and transmission electron microscopy (TEM) for this type of investigations

will be examined, and the individual strengths and limitations of these methods will be discussed.

Furthermore, spatial and temporal heterogeneities that describe real catalytic systems and can

hinder their investigation by either averaging (such as XAS) or local (such as TEM) techniques

alone will be addressed by conjoined, multiscale, ab initio density functional theory/molecular

dynamics modeling of metal catalysts that can both support and guide experimental studies.

When taken together, a new analysis scheme emerges, in which different forms of structure and

dynamics can be fully characterized by combining information obtained experimentally by in situ
XAS and electron microscopy as well as theoretically via modeling. VC 2014 American Vacuum Society.

[http://dx.doi.org/10.1116/1.4820493]

I. INTRODUCTION

A. Historical development of catalysis

Catalysis is ubiquitous in nature.1 One of the earliest

examples of catalytical reactions known to humans is the fer-

mentation of sugar to ethanol. Records of brewing by the

Sumerians are about 6000 years old.2 The first systematic

studies of catalytically active substances, however, were not

carried out until the beginning 19th century,3–5 leading ulti-

mately to the fundamental definition of the concept of catal-

ysis by Berzelius in 1835.6 The later 19th and earlier 20th

century saw tremendous advances in understanding funda-

mental chemical reaction kinetics. Several examples of pro-

gression in this vein have to be mentioned. These include:

The quantitative analysis of reaction rates by Wilhelmy in

1850,7 the law of mass action by Guldberg and Waage in

1864,8 the description of the temperature dependence of

reaction rates by Arrhenius in 1889,9 the steady state approx-

imation by Chapman in 1913,10 the quantitative theory of

adsorption of gases on surfaces by Langmuir in 1915,11 the

kinetic mechanism of reactions in heterogeneous catalysis

by Hinshelwood in 1927,12 and the transition-state theory of

chemical reaction dynamics by Eyring et al. in 1935.13

These findings facilitated the concomitant development of

various novel kinds of catalysts for industrial applications.

Notable examples include the hydrogenation of fats

[Sabatier, 1897 (Ref. 14)], the ammonia synthesis [Haber,

1909 (Refs. 15 and 16)], and the synthesis of hydrocarbons

from coal-derived water gas [Fischer and Tropsch in the

1920s (Ref. 17)]. In the following decades, the industriala)Electronic mail: anatoly.frenkel@yu.edu
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applications of catalysts grew enormously, mainly driven by

the demands of the oil and later the plastics industry.18,19 A

prominent example is the synthesis of polymers from olefins

[Ziegler and Natta in the early 1950s (Ref. 20)]. During the

late 20th century up to the present times, the progress, aside

from the development of novel catalysts, has mainly been

driven by efforts to enhance the efficiency, selectivity, and

sustainability of existing catalytic materials. An important

example of such so-called “environmental” or “green cata-

lysts” is the three-way catalyst21,22 that is used for the re-

moval of the pollutants CO, NO, and hydrocarbons from

automobile exhaust. Nowadays, nearly all chemical proc-

esses (i.e., 85–90%) used in industry (e.g., for the production

of plastics, synthetic fibers, dyes, crop-protection agents, and

pharmaceuticals) are based on some form of catalysis.19,23

B. Structure and dynamics of supported metal
catalysts

Supported metal catalysts exhibit pronounced structural

flexibility, chemical reactivity, selectivity, and stability.24

Unfortunately, these systems are typically only poorly char-

acterized in terms of the fundamental structural and dynami-

cal properties (so-called descriptors) that determine their

overall catalytic performance. Structural properties comprise

size, shape, defects (e.g., edges, corners, faceting, twinning),

and chemical composition (e.g., bi-, multicomponent, and

alloy nanoparticles; catalytic promoters and poisons) of the

nanoparticles and the support.25 Dynamical aspects include

interactions between the nanoparticles, the support, and the

adsorbate molecules, which can be sensitively pressure- and

temperature-dependent.26 Examples are electronic interac-

tions/chemical bonding between the nanoparticles and the

support (e.g., order,27 nanoparticle shape28–30) as well as

adsorption, surface diffusion, and reactions of the adsorbates

on both the nanoparticles26,31 and the support31–35 (e.g.,

steric effects, coverage changes,26 different reactivity of spe-

cific adsorption sites,36 spillover of adsorbates onto the sup-

port37). Because of the inherent complexity of supported

catalysts, it is important both to improve understanding of

the fundamental processes that occur on the atomic/molecu-

lar level as well as the parameters that most fundamentally

control reaction rates and selectivity.38,39 The fact that many

parameters and their complex interactions are responsible

for the reactivity of metal nanoparticles stands as one main

distinction to biocatalysts, i.e., enzymes, for which the dy-

namics of a single catalytically active site is most commonly

involved in mediating rate enhancements.

Efforts in understanding the interplay of structural proper-

ties and reaction dynamics are led by the use of “model sys-

tems.” In particular, two kinds of model systems have been

intensively investigated: structurally well-defined single

crystals40 and ligand-capped/supported metal catalysts pre-

pared by elaborate means of chemical synthesis.41 Single

crystals (mainly metals) have been predominantly studied

under ultrahigh vacuum (UHV) conditions. The pioneering

work by the groups of Ertl42–44 and Somorjai45–47 has been

particularly influential in this domain. A notable example is

the discovery that some important classes of reactions only

occur at specific structural sites, such as kinks or step

edges.48 Unfortunately, translation of findings obtained for

well-defined single crystals in UHV to real supported cata-

lysts under operating conditions (i.e., in gas atmospheres of

variable pressures and temperatures) is not always possible.

The discrepancies between the structural and environmental

attributes between real catalysts and the different kinds of

model systems also have been referred to as “material” or

“pressure gap.”49,50

Understanding the interplay of complex interactions in ca-

talysis is challenging, in part, because of effects arising from

the finite sizes of the nanoparticles. Scaling laws apply for

many structural and dynamic features of finite systems except

for dimensions below 1–5 nm.51–53 For larger particles, physi-

cal or chemical attributes v(n) depend monotonically on the

number of the constituents n: vðnÞ ¼ vð1Þ þ An�b, where A
is a constant and b is a positive exponent.52 For smaller par-

ticles, these features display a markedly nonmonotonic behav-

ior (Fig. 1). The latter view of structure/property correlations

is supported by a large amount of experimental data54–58 and

theoretical calculations.59–62

It has been noted in past work that the kinetic properties

of reactions of supported metal nanoparticle catalysts are

nonequilibrium63,64 and couple dynamical underpinnings

over multiple time scales.65 The time scales of the funda-

mental steps in catalytic reaction mechanisms—adsorption,

surface diffusion, reactions, and desorption—are often

shorter than 10�3 s. The time scale of adsorbate vibrations is

in the order of 10�12 s, those of electronic reconfiguration

(e.g., electronic excitations, bond breaking) in the order of

10�15 s. These processes, occurring at different time scales,

obey different physical laws and, perhaps most challenging,

require different methods to determine the nature of their cou-

pling and effects on specific features of reactivity.

Despite the progress made in understanding the reactivity

of catalysts, almost every observation is justified ex post
facto. These justifications either use or build upon a set of

FIG. 1. Cluster size dependence of a cluster property v(n) on the number n of

cluster constituents. The data are plotted vs n�b, where b� 0 is a system-

specific parameter. Reprinted with permission from Jortner and Rao, Pure

Appl. Chem. 74, 1491 (2002). Copyright 2002, IUPAC.
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common characteristics of the system—the descriptors, vide
supra—that describe what properties of the catalyst either

facilitate or inhibit the reaction. For example, a descriptor

commonly used for characterization of electrocatalysts and

bimetallic alloys is the d-band center.66 It is also possible to

outline descriptors that have a more direct bearing on the

reaction kinetics such as transition state geometries and acti-

vation energies. While the dominant factors defining cata-

lytic activity and selectivity of a given system can be better

understood with the help of catalytic descriptors, the goal of

a rational catalyst design remains largely an unrealized chal-

lenge.67 So, although a deep understanding of catalytic sys-

tems has been accumulated and reasonable predictions of

catalyst properties that may favor a given reaction are possi-

ble, the ability to specifically “tailor” the atomic structure of

a catalyst to perform a desired reaction remains extremely

limited.

C. Catalysts characterization

Because of its inherent complexity, the characterization

of supported metal catalysts requires the use of multiple,

complementary experimental techniques to elucidate their

nature as it exists under operating conditions to give a com-

bined, self-consistent picture. In particular, it has been dem-

onstrated in several earlier studies that results obtained under

operation conditions can differ quite significantly from those

evidenced in static pre- or post-reaction measurements.68–70

The most frequently used in situ or in operando methodolo-

gies are based on scattering or spectroscopy, including

XRD,71–73 x-ray absorption spectroscopy (XAS) [x-ray

absorption near-edge structure (XANES) and extended x-ray

absorption fine structure (EXAFS)],72,73 XPS,74 Auger spec-

troscopy,75 M€oßbauer spectroscopy,76 magnetic resonance

(ESR and NMR),77,78 UV/VIS spectroscopy,79,80 vibrational

spectroscopy (IR and Raman spectroscopy),80,81 and thermal

desorption spectroscopy.82 While very powerful, each of

these methods typically yields ensemble average informa-

tion, which may provide only incomplete or even incorrect

information in terms of the underlying structural properties

and reaction dynamics. XAS is a particularly widely used

in situ technique because it can easily be applied in various

kinds of environments, exhibits a high temporal resolution

[e.g., Quick EXAFS, QEXAFS (Ref. 83)], and establishes

comprehensive information about structural and electronic

properties.84–87 With local probes, such as (S)TEM, AFM, or

STM, it also is possible to determine structural features,

such as size, shape, and defects of individual nanoparticles.

In the majority of cases, they cannot easily be applied for

studies under chemically harsh operating conditions. One

interesting exception is the environmental TEM/STEM,

which can be used for in operando studies with atomic reso-

lution in gaseous or liquid atmospheres at pressures up to

�1 atm.88–92

Another approach with considerable promise to improve

characterization is the combination of experiment and theory

into a unified multi-technique analysis scheme, as has been

well-described by Billinge and Levin.93 The recent advances

in theoretical modeling of catalytic mechanisms,94–96 not-

withstanding the extension of computational methods, con-

front significant challenges, most notably, the required

computing power (and time) needed to accurately model a

system of appreciable size at the quantum level. Another,

somewhat less acknowledged limitation, is that the predic-

tive power of computational methods is still improving.

Indeed, one of the better-known conundrums that illustrate

this aspect is the nature of the preferred binding site of CO

on Pt(111).97–99 It was not until 2002 that the reason (i.e.,

the poor treatment of the CO electronic structure and bond

breaking100) for the incorrect prediction of CO favoring a

three-fold binding site instead of a top binding site on

Pt(111) was found. So, while computational results offer a

useful means of interpreting and predicting results, they are

far from an unambiguous determination of the efficiency of

a catalyst. Multi-technique characterization is a powerful

next step toward better understanding of catalytic reaction

mechanisms, but its predictions will remain limited if the

correlated experiments are not performed in ways that can

accommodate demanding conditions.101–104

D. Scope of the review

Progress in developing methods for understanding how

catalysts behave has advanced along many avenues. In the

following sections, the state of the art for some of the most

powerful catalysis characterization techniques will be high-

lighted. Specifically, density functional theory (DFT) and

molecular dynamics (MD) have been recently combined

with theoretical calculations of x-ray spectra to explain

dynamic structure changes in supported metal nanoparticles

and the complex condition-dependent interactions that occur

with the support and adsorbates. Theory is well-suited to

model the effects in the nanoparticle-support interface of

heterogeneous catalysts in response to the changes in tem-

perature and pressure. Progress in XAS-based methods is

particularly relevant, as they are the perhaps most-

intensively used by the catalysis community, due to the

capability they provide to monitor reactions with high tem-

poral resolution at relevant temperatures and pressures. This

will be illustrated using several exemplary cases in which

the atomic and electronic structures of catalysts evolve with

changing environmental conditions. We will then discuss

correlated TEM measurements that illustrate the integration

of single-particle, atomic-resolution imaging with ensemble-

average methods. We will discuss requirements for correlat-

ing multiple experiments (local and average ones) in situ and

in operando on the same system, using a portable reactor

cell approach. Finally, emerging new opportunities that will

rely on the interpretation of experimental and theoretical

data obtained on the same multicomponent system will be

explored.

II. X-RAY ABSORPTION SPECTROSCOPY

A. Introduction

XAS is among the best techniques for comprehensive

investigations of finite size effects and their influence on the
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catalytic activity of nanocatalysts. With this method, fine

structure in the resonance region of the x-ray absorption

coefficient (called the absorption edge) is measured in either

a transmission or fluorescence detection mode (Fig. 2). The

edge region (within 30 eV below to 40 eV above the edge),

known as the XANES, contains information about the elec-

tronic structure and local geometry of the absorbing atom

and its nearest neighbors. The post-edge region that extends

from �40 eV to between 1000 and 1500 eV (depending on

the system) past the edge contains an oscillatory signal and

is known as the extended EXAFS.105 The origin of the fine

structure is the interference between the incoming and scat-

tered photoelectron waves. The interference pattern contains

quantitative information about the local atomic environment in

the proximity of the absorbing atom. The frequency of these

oscillations can be quantitatively related to the distances

between the absorbing atom and atoms within a given coordi-

nation shell around it. The EXAFS signal therefore contains

information about interatomic distances and their disorder (due

to the static and dynamic displacements of all atoms from their

average positions). The amplitude of these oscillations corre-

lates with the number of neighboring atoms of a given type.

The oscillatory part of the absorption coefficient—vðkÞ—
contains the sum of all contributions viðkÞ from groups of

neighbor atoms at approximately equal distances from the

absorbing atoms (i.e., within the ith shell), which are often

written as106

viðkÞ ¼
S2

0ni

kR2
i

jf eff
i ðkÞjsin 2kRi �

4

3
rð3Þi k3 þ diðkÞ

� �

� e�2r2
i k2

e�2Ri=kiðkÞ; (1)

where k is the photoelectron wave number, f eff
i ðkÞ and diðkÞ

are the photoelectron scattering-path amplitude and phase,

respectively, S2
0 is the passive electron reduction factor, ni is

the degeneracy of the scattering path, Ri is the effective half-

path length (which equals the interatomic distance for single

scattering paths), r2
i is the mean-square deviation in Ri, rð3Þi

is the third cumulant of the pair distribution function,107 and

kiðkÞ is the photoelectron mean free path. The most

dominant contribution to the EXAFS signal originates from

backscattering of the photoelectron by neighboring atoms to-

ward the absorbing atom (“single scattering”). More com-

plex scattering patterns involve the electron wave’s

reflections by multiple atoms.108 This multiple scattering

approach is essential in order to accurately calculate the

absorption coefficient. For example, the contribution from

multiple scattering by atoms along an atomic row, known as

the shadowing or focusing effect, can dominate the backscat-

tering. The amplitude reduction factor S2
0 describes the

intrinsic losses upon excitation, which arise due to the many-

body effects during the photoabsorption process. The scatter-

ing amplitudes and phases, along with the photoelectron

mean free paths for different scattering configurations con-

tributing to the EXAFS signal, are calculated ab initio.

Among the most widely used software programs for these

calculations are FEFF [versions 6,106 8,109 and 9 (Ref. 110)],

EXCURVE,111 and GNXAS.112

Due to the relatively large penetration depth of hard x-rays

(tens of micrometers), many reactors are available for in situ
and operando studies in gases and liquids, electrochemical or

fuel cell studies, and even ones for high pressure and tempera-

ture conditions.73,113–121 High brilliance third-generation

synchrotron sources further enable the investigation of low

concentrations of catalysts and the use of sub-micron x-ray

beams for spatially resolved XANES and EXAFS measure-

ments. Another important characteristic of synchrotron XAS

experiments is the extremely short (10�15–10�16 s) lifetime

involved in x-ray absorption. For this reason, XANES and

EXAFS are found in many studies and applications that

require a high temporal resolution.122

For an extended description of different aspects of XAS

methodology, the interested reader is referred to several useful

books, book chapters, and review articles.108,123–127 Detailed

discussion of specialized methods suitable for the characteri-

zation of nanoparticle size, shape, and atomic structure, based

on multiple scattering analysis of EXAFS data, have also

been recently reported.118,128–132 Also of interest are several

recent reviews outlining XAS-based applications to structural

and catalytic studies of nanomaterials.133–136

B. Complex interactions between catalysts structure
and dynamics

The most intriguing feature of nanomaterials is the pros-

pects they engender for mesoscopic forms of complexity—

where physicochemical properties exhibit important or use-

ful pertubations that arise as a consequence of their finite

size. Pertubations can be quite pronounced and XAS pro-

vides an extremely useful method for exploring such phe-

nomena. An example for finite size effects of nanoparticles

on XANES and EXAFS data is shown in Fig. 3. The edge

region in the x-ray absorption coefficient [Fig. 3(a)] of Pt

nanoparticles on c-Al2O3 support (measured under 2.5%

CO/97.5% He flow at room temperature) demonstrates

broadening of the peak region near the absorption maximum

(known as “white line”) relative to bulk Pt. This effect is due

to both the nanometer size of the particles and the charge

FIG. 2. (Color online) X-ray absorption spectroscopy setup at beamline

X18A at the National Synchrotron Light Source (Brookhaven National

Laboratory).
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exchange between the Pt and adsorbed CO. These effects are

pronounced in this case due to high portion of surface and

interface sites occupied by Pt atoms in particles of this size.

The data in Fig. 3(b) illustrate the effect of both the

coordination number and the disorder on EXAFS oscillations

that are dampened as compared to bulk Pt. Figure 3(c) shows

the magnitude of the Fourier transform of the EXAFS oscil-

lations for the nanoparticles and the bulk data. The peak

positions are uncorrected for the photoelectron phase shift

[Eq. (1)] and are thus shifted to lower distances relative to

the real space values. The peak positions correlate with the

pair distribution function peaks that correspond to the 1st,

2nd, 3rd, etc., coordination shells, although for higher order

shells such determination is difficult due to the contribution

of multiple scattering paths in the same r-range as single

scattering paths of the same length [Fig. 3(c)].

XAS methods not only possess the required accuracy to

detect finite size effects in nanomaterials, but can also illu-

minate the nature of the complex interactions of the compo-

nents and their environment. One illustration of this is seen

in a recent study of a Pt catalyst supported on both high sur-

face area c-Al2O3 and carbon substrates that revealed several

aspects of anomalous behavior.31,32 For example, c-Al2O3-

supported Pt particles of 1 nm average diameter demon-

strated the following attributes: (1) an unexpected negative

thermal expansion (NTE), revealed in the bond length con-

traction at elevated temperatures [Fig. 4(a)], (2) size-

dependent changes in the static disorder, revealed by the

large y-intercept values linearly interpolated for the mean

square displacement of Pt-Pt distances [Fig. 4(b)], and (3)

shifting of the onset of the Pt L3 absorption edge to lower

energies with increasing temperature [Fig. 4(c)]. These find-

ings demonstrate that the effects of substrate and adsorbates

on the thermodynamic properties of metal nanoparticles are

as important as the particle size, which has long been

believed to be a dominant factor responsible for non-bulk-

like properties (e.g., decrease of lattice parameters of small

clusters compared to the bulk,137–139 or size-dependent

changes in vibrational dynamics139–143). These results31

show that the effects of the size, support, and atmosphere on

the structural (Fig. 4), dynamic (Fig. 5), and electronic

(Fig. 6) properties are comparable. This highlights a need for

new experimental and theoretical methodologies that are

able to capture the details of substrate and adsorbate influen-

ces on the thermodynamic properties of the metal clusters in

addition to details of cluster size, structure, and shape. An

important requirement for such methods is that they are

suited to measure all of these attributes for catalytic proc-

esses in situ, while controlling pressure and temperature.

A recent illustration of this approach is the work by Small

et al.,26 where the effect of gas concentration, pressure, and

temperature on adsorbate coverage, structure, shape, and

electronic state of Pt clusters supported on c-Al2O3 were

measured. The data in this study show that these effects can

be modeled as arising from separable components (Fig. 7).

For example, coordination numbers and bond length disorder

were found to strongly correlate with adsorbate coverage

and temperature. The c-Al2O3-supported particles exhibited

enhanced static disorder (and thus strain) at increased partial

pressure (and thus coverage) of CO. An opposite trend was

seen in a H2 atmosphere. Furthermore, the metal–metal coor-

dination numbers increased at high temperature under CO

FIG. 3. (Color online) Raw EXAFS data for Pt nanoparticles supported on high sur-

face area c-Al2O3 substrate and bulk Pt (a) in energy, (b) in k-space, and (c) in r-
space. The inset in (c) shows a model of a truncated cuboctahedral cluster and differ-

ent groups of atomic arrangements that contribute to different peaks in r-space.

020801-5 Frenkel et al.: Critical review: Effects of complex interactions on structure and dynamics 020801-5

JVST A - Vacuum, Surfaces, and Films

Downloaded 18 Sep 2013 to 130.199.3.165. Redistribution subject to AVS license or copyright; see http://avspublications.org/jvsta/about/rights_and_permissions



(at all partial pressures), indicating adsorbate-induced

restructuring.144 These effects are shown schematically in

Fig. 8. By independently varying the partial pressure of the

gas and the system’s temperature, this study revealed how

the complex structural and electronic properties of this im-

portant—and representative—heterogeneous catalyst evolve

under varying conditions. Specifically, it is found that CO

elicits strong structural and electronic changes of the Pt

nanoparticles, while H2 adsorption mainly acts to relieve sig-

nificant metal-metal bond strains. The XANES data (Fig. 9)

indicated a series of contributions that were ascribed to

particle-adsorbate, particle-support, and adsorbate-support

interactions. The intertwining of these different contributions

could be related to the patterns of condition-dependent

charge exchange, which in turn mediate the catalysts’ atomic

and electronic structure (Fig. 7)

SðT;PÞ ¼ A

aðPÞe�n=T þ 1
þ BT þ CðPÞ: (2)

The first term in the right-hand side of Eq. (2) describes

the metal–adsorbate interactions via the (P,T)-dependent

adsorbate coverage, the second term the contribution of the

metal–support interaction, and the last term the adsorbate–

support interaction. These data also show that charge

exchange due to metal–support interactions (affecting the

slope of the signals shown in Fig. 9) is a dominant factor in

the electronic structure changes observed for the working

catalyst. The nature of this interaction in oxide supported

metal clusters is discussed in the theory section below.

III. THEORETICAL MODELING

A. Introduction

The nature of atomic and electronic structure at the nano-

scale is of both fundamental and technological impor-

tance.145,146 This regime is especially relevant to the

problem of understanding the structure and function of sup-

ported nanoscale catalysts. This problem is challenging for

many reasons. In particular, nanoscale structural properties

differ significantly from those of bulk condensed matter or

FIG. 4. (Color online) Effects of the average particle size on the Pt-Pt bond

length (a), mean square disorder (b) and near-edge region (c) for c-Al2O3-

supported Pt nanoparticles under He flow. Adapted with permission from

Sanchez et al., J. Am. Chem. Soc. 131, 7040 (2009). Copyright 2009,

American Chemical Society.

FIG. 5. (Color online) Effects of the atmosphere (H2, He or O2) on the Pt-Pt

bond length (a), mean square disorder (b), and near edge region (c) for c-

Al2O3-supported Pt nanoparticles with an average size of 0.9 nm. Adapted

with permission from Sanchez et al., J. Am. Chem. Soc. 131, 7040 (2009).

Copyright 2009, American Chemical Society.
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solid surfaces147,148 and can be difficult to probe with current

experimental techniques. XAS has played an important role

in elucidating such properties, since it is an element-specific

probe of atomic-scale short range order. For example, XAS

probes of supported nanoscale Pt clusters have revealed

many unusual properties, as described above. Specifically, it

has been shown in XAS studies that small Pt5-25 nanopar-

ticles supported on c-Al2O3 are highly disordered, with

measured mean square relative displacements of the Pt-Pt

bonds up to four times larger than those in the bulk metal. In

addition, the supported clusters show thermal contraction of

the nearest-neighbor Pt-Pt distances with increasing temper-

ature (i.e., a NTE).31,32

Substrate effects are particularly important in understand-

ing their behavior, and have been covered extensively in the

surface science literature.149 These treatments, however, gen-

erally assume equilibrium properties with time-independent

potential energy surfaces. Less appreciated is the observa-

tion150,151 that even if the full system (nanoparticle plus sup-

port) is in thermal equilibrium, nanoscale properties can

exhibit substantial fluctuations with respect to equilibrium

which are dynamically varying over multiple time scales, as

discussed further below. Thus, the potential energy surface of

the nanoparticle can be time-dependent due to dynamic cou-

pling to the support. This interpretation has led to a model of

supported catalysts picturesquely dubbed “Shake-Rattle-and-

Roll,”152 which can explain many of these anomalous proper-

ties. In addition to bond vibrations (i.e., shaking) involving

THz frequencies, supported nanoscale systems are tethered to

surface bonding sites and hence their center of mass tends to

librate. This induces a stochastic rattle motion, typically at

sub-THz frequencies. At significantly longer time scales (tens

of ps) surface bonds tend to break, and the clusters can roll to

new positions on the substrate. The combined motion of many

such nanosystems eventually leads to particle sintering.

Figure 10 illustrates these dynamical regimes for Pt10 nano-

particles on c-Al2O3.

These temperature-induced structural changes are corre-

lated with changes in the electronic structure of the clusters.

XANES measurements (Fig. 11) of the L3 edge of Pt show a

clear red shift of the edge with increasing temperatures, to-

gether with an increase in white line intensity. Figure 11 also

shows theoretical spectra obtained by sampling of multiple

FIG. 6. (Color online) Effects of the support (c-Al2O3 or C) on the Pt-Pt

bond length (a), mean square disorder (b), and near-edge region (c) for c-

Al2O3-supported Pt nanoparticles of similar average sizes (0.9 and 1.0 nm)

and under He flow. Adapted with permission from Sanchez et al., J. Am.

Chem. Soc. 131, 7040 (2009). Copyright 2009, American Chemical Society.

FIG. 7. (Color online) Effects of adsorbate-metal, support-metal, and

adsorbate-support interactions on the charge state of supported metal nano-

particle. Reprinted with permission Small et al., ACS Nano 6, 5583 (2012).

Copyright 2011, American Chemical Society.

FIG. 8. (Color online) Schematics of the effects of metal-adsorbate interac-

tions on the shape of supported metal particles (see Ref. 26 for details).
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conformations from DFT/MD trajectories (vide infra).150

The error bars in the theoretical curves depict the standard

deviations of the spectra due to dynamical disorder. The

effect is particularly large at the white line, indicating that

exhaustive conformational sampling is required to reproduce

the experimental results.

These remarkable observations provide a motivation to

reinvestigate the behavior of supported catalysts from a

dynamic perspective. Although considerable progress has

been made to date, this investigation is far from complete.

For example, the effects of dynamics on reaction rates have

yet to be fully explored. Nevertheless, the results so far offer

tantalizing new insights into nanoscale behavior including

possible dynamic mechanisms for catalysis.

B. Theoretical models

Here we briefly review several theoretical approaches for

understanding supported Pt clusters. There have been many

advances in the understanding of nanoscale structures in

recent years. These advances have been driven partly by the-

oretical developments in nano- and surface science, and

partly by the enormous increase in computer power and the

efficiency of computational methods. For example, DFT and

ab initio electronic structure methods have enabled semi-

quantitative calculations of many physical properties of such

nanoscale systems. The use of DFT/MD simulations153 that

employ ab initio DFT potentials is crucial, since classical

model potentials in conventional MD are not sufficiently

flexible to capture dynamical charge-transfer, bond-break-

ing, and other nonequilibrium effects. As discussed in the

previous section, such computer simulations often reveal

unexpected insights into both structure and reactivity.

Moreover, modern DFT methods also enable multiscale

modeling of supported nanostructures.154

Conventional analysis methods are based on a Boltzmann

distribution of various equilibrium conformations.155,156

However, such methods can become computationally intrac-

table to treat these unusual nanoscale phenomena, especially

for very large nanoparticles. An attractive alternative

approach is provided by ab initio finite-temperature DFT/

MD calculations.153,157 These methods can provide a

detailed understanding of the atomistic behavior and dynam-

ics of the nanoparticles. For example, simulations for proto-

typical Pt10 clusters on c-Al2O3 have shown that their

dynamical structure, and the interplay between charge trans-

fer and entropic effects explain all of the anomalous proper-

ties observed by Kang et al.32 in these systems.

Some previous DFT/MD simulations have been carried

out on C-supported nanoclusters; however, these systems do

not exhibit the structural anomalies like those on c-Al2O3.158

More recently, in related work on Pt-Sn alloys,151 it was

FIG. 9. (Color online) Effects of the adsorbate partial pressure on the integrated area (“Signal”) under the DXANES data (obtained by subtracting the 673 K

data from that of the actual temperatures). The signal shows a strong dependence on pressure and temperature, in qualitative agreement with theoretical

expectations [Eq. (2)]. Reprinted with permission Small et al., ACS Nano 6, 5583 (2012). Copyright 2011, American Chemical Society.

FIG. 10. (Color online) Trajectories of the center of mass (full lines) and cluster footprint (fuzzy shading) projected onto the support, at 165 K (left) and 573 K

(right) for Pt10 nanoparticles on c-Al2O3. The circles indicate the positions of the O and Al atoms with full circles corresponding to O atoms in the top support

layer and shaded ones to the second layer. The trajectories show the 1–2 Å amplitude “rattle” motion of the clusters as well as long “roll” events, especially at

higher temperature. The intensity of the footprint indicates that the clusters have a tendency to remain in certain areas of the support, and that at higher temper-

ature the area of contact is notably larger.
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recognized that this anomalous disorder is largely dynamic

in origin and has been characterized as “dynamic structural

disorder” (DSD). A significant fraction of this disorder arises

not from normal local vibrations or static aperiodic configu-

rations, but from the transient nature of the metallic bonds

within the clusters. Thus, the structure of the supported

nanoparticles is more characteristic of a quasiliquid than a

solid particle, with no well-defined equilibrium structure.

Obviously, surface effects are very important for nanopar-

ticles. By accounting for the dynamic disorder arising from

librational motion of the center of mass, the DFT/MD simula-

tions150 successfully reproduced many of the puzzling behav-

iors documented in the present (and notable past) work,

including NTE and corresponding XANES related electronic

effects detailed above. This study emphasized the interrelated-

ness of these phenomena, providing new and general insights

into the dynamics of supported metal nanoparticles. The DFT/

MD simulations also reveal that the NTE is directly related to

the interaction with the substrate, since the particles show a

marked contraction parallel to the support while they expand

normal to it. This structural behavior, as dictated by metal-

supported charge-transfer, results within the theoretical model

in a net and progressive NTE of the average Pt-Pt bond distan-

ces. This contraction is particularly noticeable at those Pt

atoms that are not in contact with the oxygen atoms of the sup-

port, and thus preserve their metallic character. Opposite to the

oxidized Pt atoms, which exhibit a positive net charge, the me-

tallic Pt atoms are nearly neutral and thus much more able to

accommodate a bond contraction with less Coulomb repulsion.

Given that they are not tethered to the surface, the metallic Pt

atoms are responsible for the majority of the anomalous disor-

der. Both this distinct dynamical behavior and differential

charging can have implications for the catalytic properties of

the nanoparticles. These implications are discussed in more

detail in the following sections.

Formally, catalytic properties such as transition rates

depend on free energies calculated from equilibrated

trajectories or statistical ensembles that contain all accessible

regions of configuration space. In practice, however, calcula-

tions of adequate ensembles can be impractical, especially

for “rough” energy landscapes. Moreover, techniques for

characterizing nanoscale structure based on DFT and equi-

librium geometries are incomplete, since they typically

ignore vibrations and non-equilibrium effects such as bond-

breaking and charge fluctuations.

For these reasons finite-temperature dynamic approaches

have become increasingly used in recent years.159,160 The

description of dynamic trajectories within DFT makes it pos-

sible to go beyond the static description of structure and

reactivity, and also to incorporate fluxional (i.e., with

dynamically fluctuating bonds) behavior and thermal effects.

Quasidynamical approaches have also been introduced to

deal with long-time behavior and rare-event sampling.161–164

Practical estimates of reaction rates at surfaces can now

be carried out with transition state theory and its generaliza-

tions, as discussed for example by J�onsson.165 Reaction

paths obtained with the nudged elastic band method are fre-

quently used to estimate reaction rates in the transition state

method for surface reactions. The method can also be

employed for long time-scale evolution of structure, analo-

gous to the Wigner, Keck, and Eyring two-step procedure,

where long-time classical trajectories are replaced by path-

ways using extensions of the nudged elastic band166,167 with

shifted end-points. It is not yet evident, however, whether

such surface science approaches can also be applied to

highly disordered nanoparticles at high temperatures.

C. Nanoscale fluctuations

In an effort to understand some of the above difficulties,

Rehr and Vila (RV) have proposed a method based on a

combination of statistical mechanics and DFT/MD simula-

tions.152 As noted above, the DFT/MD approach naturally

treats DSD effects at high temperatures, since it builds in

anharmonic and structural disorder. Such methods can also

be directly compared to experiment, since observable physi-

cal properties are typically expressed by averages over a sta-

tistical ensemble, which are equivalent to time averages over

sufficiently long intervals that cover the accessible phase

space.

As emphasized by RV, the thermal properties of nano-

structures with relatively small numbers of particles N of the

order of 10–100 differ substantially from those in macro-

scopic systems. Even if the entire system (nanostructure plus

support) is in thermal equilibrium, the internal temperature

of the nanostructures will exhibit fluctuations of order

T=
ffiffiffiffi
N
p

.168 This can be important for catalysis since the fluc-

tuating local temperature of the nanoparticle rather than the

equilibrium temperature T is important for reaction rates,

which vary exponentially with the local temperature. The

statistical arguments can be summarized as follows:

Consider, for example, a nanoparticle with N atoms in con-

tact with a support at a fixed temperature T. Due to contact

with the support, which is in continuous thermal motion,

FIG. 11. (Color online) Experimental and theoretical Pt L3 edge XANES of Pt

nanoparticles on c-Al2O3 at 165 and 573 K. The error bars of the theoretical

results indicate the standard deviations of the spectra due to the dynamical dis-

order of the nanoparticles. Adapted with permission from Vila et al., Phys.

Rev. B 78, 121404 (2008). Copyright 2008, American Physical Society.
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energy will fluctuate between the cluster and the support

with a probability distribution

PðE; bÞ � eSðEÞ=k�b�E: (3)

Here, E is the total energy of the cluster and SðEÞ ¼
k ln XðEÞ is the cluster entropy due to distinguishable config-

urations X(E). At the equilibrium point, P(E;b) is a maxi-

mum as a function of energy E, PðEÞ ¼ expð�bFÞ, where

F(T)¼E�TS is by definition the Helmholtz free energy.

The mean total cluster energy �E is then related to the

temperature of the support by the relation dE¼TdS so that

@S/@E ¼ 1/T, and hence, the mean energy per particle in the

nanoclusters is consistent with thermal equilibrium.

Remarkably, however, the nanoparticles exhibit large tem-

perature fluctuations and hence large deviations from ther-

mal equilibrium. While P(E) is sharply peaked it has an

approximately Gaussian shape, and the mean squared fluctu-

ations in the energy are related to the 2nd derivative of the

entropy r2
E ¼ k=½@2SðEÞ=@E2�. These fluctuations are order

of N and given by rE / kT
ffiffiffiffiffiffi
3N
p

, and since the total energy

E¼ 3NkT from the equipartition theorem, the fluctuations in

temperature are rT¼T=
ffiffiffiffiffiffi
3N
p

. For example, the internal tem-

perature distribution of the nanoparticles at T¼ 600 K has a

width of 75–100 K for clusters of 10–20 atoms. As discussed

by RV, the nature of the fluctuations can be understood using

a coupled oscillator model that includes center of mass

motion. The dominant modes include both bond vibrations

and slow (sub THz) librational modes. The contributions

from the librational modes of the center of mass (CM) in the

x� y plane with kinetic energy ð1=2ÞMV2
lib ¼ kT give rise to

a stochastic CM motion, which induces large fluctuations in

structure. This rattle motion is the analog of Brownian

motion hindered by the substrate bonds. Similar thermody-

namic arguments also explain the large charge fluctuations

in the nanoparticles.

D. Implications for catalysis

The above summary for supported Pt nanoclusters150,151

suggests that a DFT/MD approach that accounts for their

fluctuating bonding and electronic structure may provide an

important prerequisite to a better understanding of their cata-

lytic activity. In particular, the internal fluctuations lead to a

larger statistical ensemble of configurations than would be

probed at fixed cluster energy.169,170 Therefore, dynamical,

real-time methods make it possible to simulate the statistical

ensemble of possible reaction sites. Surface effects are also

important and differ from those of the internal structure.

Thus, it has been suggested151 that the surface structure and

dynamics can be more important than the global average

morphology of clusters. Since experimental probes generally

measure global averages, there are two major opportunities

for advancing the characterization of the catalytically active

systems, and better integrate experiment and theory. For the

former, it is important to complement average information

ascertained through conventional absorption and scattering

techniques, with local studies that provide statistical

information. For the latter, it is important in the theoretical

analysis to differentiate between surface and internal

structures.

The importance of heterogeneous and dynamical structure

for catalytic behavior has also been proposed to understand

enzyme catalysts in biochemistry. For example, protein

dynamic motion has been employed by Schramm et al.171 to

account for catalysis, without requiring the tight-binding

transition state model of Pauling. In their model, the cata-

lytic activity of a metalloprotein has been attributed to the

combination of fast dynamics of the active site and slow dy-

namics of the protein backbone. Together, the enzyme can

explore a larger portion of phase space than if it were only

due to the active site dynamics. These structural effects can

also play a role in heterogeneous catalysis. For example, the

highly flexible local environment around the reaction sub-

strate has a fairly broad vibrational spectrum. Thus, it has

the potential to couple with the reaction mode, rapidly adapt

to distortions, and broaden bottlenecks in the reaction chan-

nels. In spite of this conformational flexibility, the electronic

structure of enzymatic active sites is usually well-defined

even in enzymes with metallic centers.172 In supported Pt

and Pt alloy nanoparticles, however, simulations have shown

that the local electronic structure of the binding sites is

highly heterogeneous. For instance, the oxidation state of a

Pt atom varies significantly depending on its local environ-

ment.150 Thus, the dynamical disorder in these systems

effectively induces a myriad of possible active sites. In typi-

cal reactions such as CO dissociation, the reaction is initiated

by a weakening of the CO bond induced by the adsorption

on a Pt atom.173 This weakening is coupled to the oxidation

state of the Pt atom and thus is expected to be strongly

affected by dynamical effects.

IV. ELECTRON MICROSCOPY

A. Introduction

Most spectroscopic and scattering methods suffer from

ensemble averaging effects that serve to limit the interpreta-

tion of the results.174,175 It is for this reason that in addition

to the quantitative measurements of structure and dynamics

of an “average” particle in the ensemble afforded by bulk

techniques such as XAS, a local probe is required, capable

of measuring the distribution of catalyst particle sizes,

shapes, order (e.g., strain, faceting, twinning, dislocations, or

other defects), and elemental composition. Transmission

electron microscopy (TEM) and scanning transmission elec-

tron microscopy (STEM) are extremely well-suited for this

purpose.176,177 This information is accessible by x-ray spec-

troscopy only indirectly—via sophisticated modeling—and

it is easy to overlook such details or misinterpret them. For

example, surface disorder in nanoclusters can be mistaken

for a reduction in size.178 A broad intraparticle composi-

tional distribution can also lead to an incorrect assignment of

the compositional motif as “core–shell” even though each

nanoparticle may be a perfectly random alloy.175 Hence, in

addition to the average information provided by XAS and

other bulk probes, a local structural probe that provides
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statistical analysis of sizes, degrees of order, crystalline

structure, and morphologies is vitally important. The greatest

impact, though, comes when such information needs to be ex-

plicitly correlated with the average measurements that, in the

case of supported metal catalysts, are more and more often

done as in situ or operando measurements. In this section, we

will review the recent developments which are credited for

providing significant improvements of the spatial and spectral

resolution of electron microscopy characterization of catalysts.

The development of aberration (Cs) correction has dra-

matically improved the spatial resolution of the electron

microscope (Fig. 12) even when using lower accelerating

voltages.179 This is particularly advantageous, since a lower

accelerating voltage generally leads to less sample damage

from the electron beam. Researchers have begun exploiting

the capabilities of aberration corrected electron microscopes

for the characterization of nanocrystal morphologies. These

measurements provide explicit depictions of the atomic

structural attributes of heterogeneous catalytic materials.

B. Scanning transmission electron microscopy

The conventional use of high angle annular dark field

(HAADF)-STEM allows probing of the microstructures of

catalytic materials with a resolution of a few ångstr€oms.176

This method works by focusing the electron beam to a small

point and rastering it across the area of interest. Instead of

measuring interference effects created when electrons transit

the sample, HAADF-STEM relies on the detection of elec-

trons scattered at high angles relative to the transmitted

beam (Rutherford scattering) using an annular detec-

tor.177,180 The image contrast remains strongly dependent on

Z,181 which provides the foundation for so-called “Z-con-

trast” imaging—a technique that allows high-contrast imag-

ing of high-Z elements (such as the metal in a heterogeneous

catalyst) against the background of a low-Z material (such as

a support).182 The addition of Cs-correctors and monochroma-

tors to dedicated STEM instruments permits atomic level

Z-contrast imaging coupled with regionally selective spectros-

copy. When viewing structures even a few nanometers in dimen-

sion with Cs-STEM, it is possible to distinguish individual

atoms, columns and/or regions containing elemental enrichment.

One exemplary work that expanded upon the aforemen-

tioned capabilities of Cs-STEM for the characterization of

bimetallic catalysts is the work by Sanchez et al.183 In their

work, a series of controlled, monometallic and bimetallic

structures were synthesized using controlled methodologies

and characterized using Cs-STEM: Pt-Pd core–shell [Fig.

13(a)], Pd-Pt core–shell [Fig. 13(b)], and Pt-Pd alloy clusters

[Fig. 13(c)]. In addition to direct inspection of the images

and using line scan intensities, the authors used Fourier

transforms of the micrographs [Figs. 13(d)–13(f)], STEM

simulations, a novel atom counting technique, and energy

dispersive x-ray spectroscopy to interpret the observed struc-

tures. The use of an image’s Fourier transform (power

FIG. 12. (Color online) Development of the spatial resolution of optical and

electron microscopes. The current rapid improvement in resolution is due to

the development of aberration correctors for the electromagnetic lenses,

with the current best point-to-point spatial resolution of 0.5 Å (Ref. 179).

FIG. 13. (Color online) Cs-corrected HAADF STEM images of Pd-Pt nanopar-

ticles. Image of (a) a Pt(core)-Pd(shell), (b) a Pd(core)-Pt(shell), and (c) a

coreduced Pt/Pd nanoparticle with labeled crystal facets and the areal inte-

grated intensity measurement made within the boxed region. Corresponding

power spectrum data and integrated intensity profile measurement shown as

the inset in (d-f). Adapted with permission from Sanchez et al., J. Am. Chem.

Soc. 131, 8683 (2009). Copyright 2009, American Chemical Society.
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spectrum) is advantageous, because it is in essence a diffrac-

tion pattern of the 2D projection of the system being

analyzed.

C. In situ electron microscopy

Aberration-corrected transmission electron microscopy is a

remarkably powerful tool to determine internal structure and

chemical composition at the atomic scale. As recent develop-

ments of the XAS technique demonstrate, the rapidly advanc-

ing state of the art in studying catalytic processes

experimentally is highlighting the use of in situ or operando
methods. X-ray absorption and scattering (e.g., high energy

XRD pair distribution function184,185) techniques gain funda-

mental understanding of the structure–catalytic properties of

the supported nanoparticles by characterizing them under the

appropriate environmental conditions. In situ and operando
results are frequently quite different from static, pre- or post-

reaction observations because they provide valuable informa-

tion and are therefore much more appropriate for studies of

mechanisms of catalytic reactions.81,134,186–189 As discussed

above, theoretical developments are also progressing toward in
operando modeling. One way to study working catalysts by

“environmental” TEM (ETEM) is by using observations of the

sample during exposure to an external stimulus such as gas or

liquid environments, nanoindentation, tensile strain, tempera-

ture, radiation, or electric or magnetic fields.88,190–243 Recent

development revealed ETEM as an exciting tool, capable of

providing unique information on the structural properties/

dynamic processes relationships of nanomaterials. Of particu-

lar interest are the structural changes occurring under “real”

environmental conditions observable by ETEM. The ETEM

allows dynamic studies and development of a fundamental,

atomic-level understanding of chemical reactions such as

catalysis,195–197,203,204,206,230 oxidation,201,212–220,222,225,228 and

nanoprocessing.192,194,202,203,207–211,225–227,238

At the heart of the ETEM’s capabilities is its ability of

imaging with gas pressures in the sample chamber as high as

1 atmosphere or even in liquid environments.244 In contrast,

conventional TEMs require high-vacuum conditions with

pressure levels on the order of 10�6 Torr. Two methods cur-

rently exist to transform a TEM into an ETEM. The first is

to use differential pumping so that a gas may be introduced

into the specimen region while maintaining high vacuum

conditions near the electron gun, with gas pressures reaching

levels of the order of 10 Torr. This approach has the advant-

age that the full resolution and analytical capabilities of the

instrument can be maintained, if gas pressures do not exceed

�10 Torr.245 The second method is to use specialized TEM

sample holders possessing ultrathin, electron transparent

membranes to contain the gas and/or the liquid.246,247 This

approach allows measurements at super-atmospheric pres-

sures, but at the cost of resolution and analytic functionality.

The two approaches are in fact quite complementary, in that

it is possible to combine both to determine functionality at

atmospheric pressure and to confirm that lower pressure/

higher resolution measurements maintain their validity.

In situ high resolution TEM (HRTEM) is ideal for charac-

terizing the morphology, crystallinity, and defect structure of

individual nanoparticles and their changes under environ-

mental conditions. This information is frequently combined

with electron diffraction.248 Statistical information about

these characteristics can be provided as well. An elegant

example of observing morphological changes in situ was

given by Hansen et al., where surface faceting was observed

by HRTEM of a Cu nanoparticle supported on ZnO during

various gas exposures at 220 	C.193 The image shown in Fig.

14(a) was taken under H2 (1.5 mbar). In comparison, Fig.

14(b) was obtained during exposure to a gas mixture of H2

and H2O (3:1, 1.5 mbar total pressure). Finally, Fig. 14(c)

shows the same cluster after exposure to a gas mixture of H2

FIG. 14. (Color online) Surface faceting of a Cu nanoparticle supported on ZnO in various gas environments [(a), (d) pure H2; (b), (e) a mixture of

H2:H2O¼ 3:1; and (c), (f) a mixture of 95% H2 and 5% CO], where (a), (b), and (c) are in situ HREM images and (d), (e), and (f) are the corresponding Wulff

constructions. The data were measured under a total pressure of 1.5 mbar (a), (b), (d), (e) or 5 mbar (c), (f), respectively, and a temperature of 220 	C. Adapted

with permission from Hansen et al., Science 295, 2053 (2002), Copyright 2002, AAAS.
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and CO (95%:5%, 5 mbar total pressure). The corresponding

Wulff constructions for each structure are shown in Figs.

14(d)–14(f).193 This seminal work demonstrated that nano-

characterization under environmental conditions is necessary

to gain insights into structure-catalytic property relationships

because the morphology of the nanoparticle is quite sensitive

to its environment. The specifics of this work also exemplify

the type of information obtainable by in situ HRTEM includ-

ing: (1) the relative orientation between the nanoparticle and

the support (Hansen et al. deduced a weak interfacial bond)

and (2) Wulff reconstruction of the 3D shape (and the corre-

sponding facets), which may provide critical information on

the surface and interface energies under different gas

atmospheres.249

Recently, Yoshida et al. reported imaging of the surface

reconstruction of Au clusters due to CO exposure using aber-

ration-corrected ETEM.91 They investigated Au/CeO2 cata-

lysts that are of interest because of their high activity for CO

oxidation at room temperature. During exposure to CO they

observed changes to the Au(100) facets (Fig. 15) and using

image simulations, they determined that the CO was

adsorbed on the top sites of the reconstructed Au surface.

This work demonstrates the remarkable ability of ETEM to

detect structural features due to both the catalyst and the ad-

sorbate bonding under environmental conditions at an

atomic level.91

A more recent idea in ETEM is to use electron energy

loss spectroscopy (EELS) to analyze not the particles within

the system, but the products being formed in a catalytic reac-

tion. In the work by Crozier et al., EELS was combined with

a differentially pumped ETEM under �1–3 Torr of gas.250

They showed that standard EELS analysis is not adequate

because inelastic scattering along the entire gas path length

(particularly when this distance approaches the size of the

pole-piece gap) leads to substantially different scattering

than from a thin film. Nonetheless, it is possible to reduce

the error of quantitative detection of inelastic scattering by

using small convergence and collection semiangles when

acquiring the spectra. This makes it possible to identify the

concentration of different species in the gas with an accuracy

better than 15% and creates the possibility of monitoring

mass transport during catalytic reactions.

ETEM has provided a wealth of critical information on

morphology changes, elemental distributions, and valence

states under environmental conditions. There remain limi-

tations given that current commercially available ETEMs

based on differential pumping have maximum pressures in

the range of some 10�2 Torr. Yet catalytic operating envi-

ronments may be well over 1 atm. To achieve the higher

pressures required for operando studies, several companies

are developing ETEM holders that permit heating and gas

pressures up to 1 atm.251–253 A major engineering challenge

for environmental holders is their stability, i.e., the image

must remain stable for HRTEM or elemental acquisition,

while being heated (thermal drift) or exposed to gas flow.

Recent results from Hummingbird Scientific (among

others) have demonstrated imaging capabilities at 1.1 atm

(Fig. 16). It should also be noted that liquid cell TEM

sample holders are already commercially available. Liquid

sample cells have been used recently to examine nanopar-

ticle growth and self-assembly.254 It should also be noted

that specialized TEM holders capable for photoexcitation

(useful for photocatalysis studies) are also currently being

developed.255

D. Potential and limitations

Electron microscopy is a local characterization technique

that uses electrons to probe a sample. The two primary limi-

tations of electron microscopy are the effects of beam dam-

age and the amount of data that is needed to be

representative of a more complex heterogeneous sample.

Concerning radiation effects, the sample damage could be

due to knock-on or ionization mechanisms. Specht et al.
using an aberration-corrected TEM with tuneable

FIG. 16. Bright field TEM images of Au nanoparticles in N2 (1.1 atm) taken

on an FEI Titan at 300 kV using an in situ TEM gas flow specimen holder

by Hummingbird Scientific.

FIG. 15. Au nanoparticles supported on CeO2 in (a) vacuum and (b) 1 vol-

ume% CO in air at 45 Pa and room temperature. Two (100) facets are indi-

cated by I and II in (a). The enlarged images of these regions in vacuum and

in the CO/air mixture are shown at the bottom of (a) and (b), respectively,

revealing changes in the distance between the first and the second (100) sur-

face layers as well as the (200) planes in crystalline bulk gold. These

changes in positions of the Au atomic columns correspond well to those of

the Au (100) reconstructed surface structure. Reproduced with permission

from Yoshida et al., Science 335, 317 (2012). Copyright 2012, AAAS.
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accelerating voltage between 80 and 300 keV showed that

the structure of the nanoparticles changes depending on the

accelerating voltage, with higher voltages leading to more

faceted nanoparticles.256 This phenomenon may be due to

the energy of the electrons allowing the atoms to become

more mobile, i.e., to move to more energetically favorable

(faceted) sites. An additional adverse effect is the possibility

to misinterpret the measurement when the sample may

indeed change, e.g., upon a chemical reaction or changes in

temperature or pressure. These effects are the main objective

of ETEM investigations of catalytic reaction mechanisms,

and, therefore, special care is needed to minimize the arti-

facts arising from radiation damage.

One direction to follow toward this goal is to combine the

results of electron microscopy with those obtained by aver-

age methods, notably XAS. The data from such experiments

complement each other’s sensitivities to different aspects of

atomic structural and electronic attributes and thus in con-

joined form provide a more complete assessment of the

materials’ features. For example, although XAS is a remark-

able nanocharacterization tool with characteristics in some

critical regards superior to TEM, notably in terms of average

spatial resolution, spectral resolution, and capability of

detecting adsorbates (e.g., XAS is capable of determining

bond distances with 0.001 Å accuracy and can identify met-

al–adsorbate bonding), it is an ensemble tool and structural

refinement most often relies on the assumption of monodis-

persity. This assumption needs to be verified using a more

localized technique like (S)TEM. One obvious advantage of

the XAS-(S)TEM synergy is that it offers an opportunity to

better understand heterogeneous systems that may contain par-

ticles of different sizes, compositions, and chemical states of

the same catalyst.129,136,257 Another advantage is that they pro-

vide a more complete information about the structure and mor-

phology than the individual techniques.118,128–130,132,258,259

The combination of a local probe, such as TEM, with an en-

semble averaging technique, such as XAS, has proven to be

exceptionally powerful in revealing how structural defects,

strain, adsorbates and temperature alter catalysts.260 In another

recent work, it was shown that the non-crystalline-to-crystal-

line transition of supported Pt nanoparticles in the sub-

nanometer to nanometer size range is statistical in nature, and

strongly affected by particle size, support, and adsorbates.261

Observations of >3000 particles by HRTEM show a non-crys-

talline-to-crystalline transition zone that is nonabrupt—there is

a size regime where disordered and ordered nanoparticles

(NPs) coexist. The NP size at which this transition occurs is

strongly dependent on both the adsorbate and the support, and

this effect is general for late 5d transition metals. This latest

example proves that statistical description of particle–suppor-

t–adsorbate interactions is needed to account for the contribu-

tion of different structures and states of order in nanometer-

size supported metal catalysts.

V. FUTURE DIRECTIONS

This review describes the advances in three main techni-

ques that successfully probe complex structure and dynamics

of the nanocatalysts: two experimental (XAS and (S)TEM)

and one based on theoretical simulations. One of the major

goals for the catalysis community is to be able to look at the

exact same catalytic material with multiple advanced techni-

ques in order to unravel the complex structure–property rela-

tionships. Experimental methodology used in catalytic

experiments underwent a paradigm shift in the 1980s, dating

back to the work of Clausen et al.,262 who first proposed to

combine x-ray absorption spectroscopy and x-ray diffraction

measurements of a working catalyst in real time. Combining

several complementary techniques in a single experiment

allows to capture mutual influences of catalyst attributes on

each other as well as on the cluster properties, including its

catalytic activity, whereas separate measurements of differ-

ent effects done at different facilities and with different sam-

ples will overlook such correlations.101 Several authors have

further enhanced the combined measurements by adding

complementary electronic and vibrational spectroscopy tech-

niques, including ultraviolet-visible (UV/VIS), infrared (IR),

and Raman spectroscopy, to the well-established XAS-XRD

combination.72,103,263–267 Weckhuysen et al. have combined

small and wide angle scattering (SAXS and WAXS) techni-

ques with quick-scanning EXAFS (QEXAFS) to study proc-

esses in situ.264,268 Newton et al. and later other groups have

begun to explore the analytical power of the combinations of

diffuse reflectance infrared Fourier transform spectroscopy

with time-resolved XAS,269–272 and time-resolved XRD.273

Newton and Chupas have advanced the XRD pair distribu-

tion function methods for in situ and operando catalysis

studies.184,185 More details about some of these advances

can be found in recent reviews.101,274

Although the idea to measure TEM and EXAFS data

in operando under identical pressure and temperature condi-

tions on the same sample may sound utopian without instal-

ling an environmental TEM at the endstation of a

synchrotron beamline (a remote possibility, although discus-

sions toward that goal have recently begun), we will propose

a much more practical path toward implementing this plan.

Current efforts are most universally aimed at combining dif-

ferent techniques in a single experiment in situ or in oper-
ando. This approach is naturally limited by a relatively small

number of probes that can be combined in the same experi-

ment. The paradigm shift we propose is to investigate cata-

lytic systems in operando by multiple techniques performed

in a truly portable operando cell that is made compatible

with most relevant probes. As an illustration of this

approach, we mention here a work by de Groot et al., who

carried out an in situ scanning transmission x-ray micros-

copy study of a Fischer-Tropsch catalyst in an enclosed cell

with SiN windows.275 One particular aspect of this work that

is appealing to our approach is that the nanoreactor used by

de Groot et al. was adapted from the cell originally used for

high-resolution electron microscopy, and thus remained

compatible for application with both x-ray and electron

probes.

The benefit of a portable environmental cell is that the

exact same samples and environments can be characterized

by a large number of complementary methods. This
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approach will remove ambiguities introduced by examining

different specimens and/or using different gasses, very lim-

ited sample materials can be preserved, and the specimen is

protected from the air environment during transfer from one

characterization tool to another. The portable cell allows for

multiple complementary and necessary tools to characterize

catalysts in operando conditions.

Multiple experiments performed in operando using the

portable cell have a unique advantage over the conventional

methods used to date. First, the comparison of local and av-

erage methods (such as TEM and XAFS, respectively) will

allow one to validate, and improve the theory, hence, provid-

ing a feedback loop where the experiment and theory are

used iteratively. Local measurements by electron micros-

copy will inform theory on the distribution of different

inequivalent cluster forms (Fig. 17). The weighted average

of different theoretical simulations obtained for each cluster

type using the measured distribution can be then directly

compared with the experimentally measured, ensemble-

average data by x-ray absorption. In the end, these calcula-

tions will allow to both explain and predict the properties of

real catalytic systems and account for many of the heteroge-

neities they embed.

This new analysis scheme is yet to be validated, but the

steps in this direction are taken at several synchrotron facili-

ties using different portable cell designs. These efforts will

inevitably bring new details, and yet new challenges, on

resolving the complex interactions in model and real

catalysts.
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