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Abstract—Antenna-pointing techniques that rely on Earth’s
surface Doppler velocity measurements are expected to play a
crucial role in enabling antenna mispointing corrections in space-
borne radar systems. Here, the impact of the EarthCARE cloud
profiling radar (CPR) receiver saturation on the quality of the
surface Doppler velocity measurements is discussed. The CPR
linear receiver is expected to saturate always from surface echoes.
Our results based on an I/Q simulation framework show that for
the EarthCARE radar configuration: 1) biases introduced by sat-
uration will be negligible; 2) the standard deviation of the velocity
estimates will increase by 30–50% when moving from unsaturated
to completely saturated surface return for a corresponding pulse
repetition frequency in the range between 6.1 and 7.5 kHz. As a
consequence longer integration times will be necessary to achieve
the same accuracy in presence of complete saturation.

Index Terms—Doppler effect, millimeter wave radar, radar
application, radar theory, signal processing, surface saturation.

I. INTRODUCTION

THE joint European Space Agency and Japanese Aerospace
Exploration Agency Earth Cloud Aerosol Radiation Ex-

plorer (EarthCARE, hereafter EC) mission, scheduled for
launch in late 2016, will feature an atmospheric Cloud Profiling
Radar (CPR) with Doppler capability, the first-ever in space [1].
Several factors affect the quality of the Doppler measurements
from space, and mitigation strategies have been the subject of
extensive research in the recent past, including, non-uniform
beam filling (e.g., [2]–[5]), Doppler fading due to the platform
motion [6], multiple scattering [7], and antenna mispointing [8].
For the latter, it has been suggested that referencing antenna-
pointing techniques that rely on the Earth’s surface Doppler
velocity measurements (e.g., [8], [9]) or on natural targets
(e.g., ice clouds, [10]) can be used to mitigate this problem.

In addition to the Earth’s surface Doppler velocity, the
Earth’s surface echo intensity is also of great interest. In the
absence of significant multiple scattering [11] and strong pre-
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Fig. 1. Cumulative distribution of attenuated σ0 as derived from CloudSat
1B-CPR product. No attenuation correction is adopted. A full year of CloudSat
data (2007) has been used. Yellow (blue) shadowed areas identify regions where
the EC logaritmic (linear) receiver is expected to saturate.

cipitation attenuation, the Earth’s surface produces the highest
CPR returns [12], and its intensity has been used to retrieve
the path-integrated attenuation (PIA), a strong constraint in
rainfall rate retrievals from space [13]. Two major requirements
for the utilization of the Earth’s surface echo for PIA estimates
are the absence of multiple scattering [11] and the avoidance
of the CPR receiver saturation by the surface return. CloudSat
is designed to detect weak targets (−30 dBZ sensitivity at
nominal operational conditions [12]) and the Earth’s surface
produces echoes with values peaking at 40–50 dBZ. Thus the
requirement to avoid CPR receiver saturation from the Earth’s
surface requires a radar receiver dynamic range of more than
90 dB considering that we need to digitize the CPR receiver
noise as well. Fig. 1 shows the cumulative distribution of the
CloudSat CPR attenuated normalized surface backscattering
cross sections (σ0) for different surfaces collected over an
entire year of observations (2007). The corresponding pdfs of
attenuation-corrected σ0 for different surface types can also be
found in [14]. The CloudSat CPR receiver saturation point is
also indicated in Fig. 1. Only a small fraction of surface returns
saturates the CPR and thus, the surface return can be used to
retrieve the PIA. This is achieved using a standard logarithmic
amplifier receiver channel that compresses the amplitude of
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strong surface return, the use of a 14-bit A/D converter and
by setting the CloudSat CPR to point 0.16◦ off-nadir to reduce
the strength of the surface return from flat specular surfaces
(e.g wetlands and shallow waters) [12].

The EC CPR has very similar technical specifications [15] to
the CloudSat CPR (e.g., [16]). The EC CPR features a larger
antenna than the CloudSat CPR (2.5 m versus 1.85 m) and
orbits at lower altitude than the CloudSat CPR (400 km versus
700 km for the CloudSat CPR). The differences in antenna size
(2.8 dB gain) and altitude (4.8 dB gain) between the CloudSat
and EC CPR will result to an additional gain of approximately
7 dB for the EC CPR. Thus, the EC CPR logarithmic amplifier
receiver that measures the received echo power will saturate
7 dB earlier compare to the CloudSat CPR (Fig. 1). Thus,
a larger fraction of surface echoes (especially over lakes and
wetlands) is expected to saturate the receiver and make the
estimation of PIA not possible.

Here, we are concerned with the expected saturation of
the EC CPR linear amplifier receiver channel that is used to
estimate the Doppler velocity using the I/Q digitized time
series. Linear amplifier receivers typically do not compress the
amplitude of the return signal, thus saturate much earlier than
logarithmic amplifier receivers. In the case of the EC CPR
preliminary measurements have demonstrated that the receiver
saturation is driven by a clipping-type saturation of the I/Q
detector. The linear amplifier receiver is expected to saturate at
least 25 dB earlier than the logarithmic receiver (NICT personal
communication). Thus, it is expected that the Earth’s surface
return will almost always saturate the CPR linear receiver.
According to Fig. 1 water and snow/ice-covered surfaces—
which accounts for 65% and 11% of the surfaces observed by
CloudSat—will be saturated for more than 99% of the times
while land surfaces (free from snow and ice) will saturate for
roughly 75% of the times.

The focus of this work is on the impact of the clipping-
type I/Q signal saturation effect of the linear receiver on the
quality of the Earth’s surface Doppler velocity measurements
for the EC CPR. It is worth mentioning that there are potentially
several mechanisms causing receiver saturation (e.g., related
to amplifiers, filters, mixers). The clipping assumption on the
type of receiver saturation therefore represents the fundamental
hypothesis underpinning this work. Some of the key science
questions that we would like to address are:

1) what is the effect of receiver saturation on the estimates
of Earth’s surface Doppler velocity for different levels of
the signal above the saturation point?

2) How CPR receiver saturation will affect the use of Earth’s
surface Doppler referencing techniques for correcting the
antenna mispointing?

3) What is the impact for future systems that will employ
either larger antennas or higher Pulse Repetition Frequen-
cies (PRF ) to mitigate some of the Doppler challenges
from space?

To answer these questions an I/Q voltage simulator is used
[17]. The saturation is simulated as an amplitude clipping of
the I/Q voltages time series at a level determined by the pre-
scribed saturation point that determines the CPR linear receiver
saturation (Section II). Results are discussed in Section III and
conclusions drawn in Section IV.

II. SIMULATION FRAMEWORK

The receiver has two synchronous detectors which detect
in-phase I and quadrature-phase Q components of the echo
signal V . The resulting signal is usually referred to as complex
demodulated, or I/Q-data. According to Euler’s relation, the
echo voltage can be represented by a 2-D phasor diagram in a
complex plane. In the process of generating I and Q voltages,
the receiver electronics also add noise to these voltages. Both
the noise and the I/Q voltages are Gaussian distributed but
with the noise process not correlated in time [18]. Each radar
pulse (emitted at a given pulse repetition frequency, PRF )
produces a pair of I/Q samples at each range gate (determined
by the A/D sampling rate). The sampling rate (PRF ) also
determines the highest sampled frequency. This is often called
Nyquist or folding frequency (fNyq = PRF/2), which is half
the sampling frequency of a discrete signal processing system.
Using the radar wavelength (λ), we can convert the folding
frequency to folding velocity or as often-called Nyquist velocity
(VNyq = PRFλ/4).

Our simulation framework produces raw radar I/Q time
series based on a given Doppler spectrum following a stochastic
Fourier methodology proposed by [2]–[19]. The receiver input
is the periodogram of the return radar signal, i.e., spectral power
densities PS(vi) [mW/(ms−1)] for every frequency (velocity)
bin vi [ms−1], provided at a sampling rate several times higher
than the actual sampling rate (e.g., PRF ) of the spaceborne
radar (e.g., by a factor of 5) for a total of nfft spectral points.
This procedure avoids velocity folding for typical meteorologi-
cal targets. Using the total received power PS =

∑
i PS(vi)Δv

where Δv is the width of the Doppler velocity bins, and
the information about the radar receiver saturation point
Rxsat [mW], we can infer if the radar receiver is saturated
by the return signal and the amount of excess saturation. The
condition for radar receiver saturation is PS > Rxsat. Next
step is the addition of the radar receiver noise in the received
atmospheric signal. The spectral density of noise is white, thus
its mean power is independent of the frequency/velocity of the
Doppler spectrum. Thus, the noise spectral density PN,nfft

is
provided by the following expression:

PN,nfft

[
mW

ms−1

]
=

PN

nfftΔv
. (1)

Once the mean noise power density is estimated, we add a
random fluctuation component following the method described
in [17] and the spectral power density of the signal-plus-noise
PS+N,nfft

is given by the expression:

PS+N,nfft
(i) =

(
PS,nfft

(i) + PN,nfft

)
ln (x(i)) (2)

with i = 1, . . . nfft and where x is a random number uniformly
distributed between 0 and 1. By so doing the spectral power
density accounts for the noise floor and for the random dis-
tribution and reshuffling of the scatterers inside the scattering
volume. Note that for surface returns the signal-to-noise ratio is
assumed to be much greater than one.

Once the radar receiver noise is added in the frequency do-
main, the next step is to perform Inverse Fast Fourier Transform
(IFFT) of the constructed Doppler spectrum in order to retrieve
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Fig. 2. Example of the effect of clipping onto a 100-element time-series of
I and Qs generated for a Doppler Gaussian spectrum with a mean velocity of
1 m/s and with a spectral width of 3.8 m/s sampled at a PRF = 6800 Hz. For
the saturated sequence the power is 10 dB above the saturation point.

I (in-phase) and Q (quadrature-phase) voltage time series. The
IFFT operator is applied to the amplitude spectrum

I(t) =Real
{
IFFT

(√
PS+N,nfft

(i)ejθ(i)
)}

Q(t) = Imag
{
IFFT

(√
PS+N,nfft

(i)ejθ(i)
)}

θ being a vector of random numbers in [0, 2π].
Examples of I/Q time series generated by the IFFT operation

are shown in Fig. 2. The successive values of I/Q samples are
measured at equally spaced time intervals creating a time-series
sequence. If the generated I/Q voltages exceed the maximum
allowed voltages Isat/Qsat in the I/Q channels of the radar
receiver (related to the receiver saturation by Rxsat = I2

sat +
Q2

sat), hard-clipping of the generated I/Q voltage time series
occur (line with circles in Fig. 2).

Hard clipping can produce a variety of effects on the phase
of the radar complex signal phasor C(t) = I(t) + jQ(t) as
illustrated in Fig. 3.

1) Within the blue square in the center, and along the x and
y-axis and the two quadrant secants the phase remains
unchanged.

2) Within the four “attractor basins” located at the four
corners of the figure (where both I and Q saturate)
the complex signal becomes equal to the corresponding
“attractor” and the phase assume a constant value of
Ψsat ≡ arctan(Qsat/Isat) (top right, yellow quadrant),
180◦ −Ψsat (top left, purple quadrant), 180◦ +Ψsat

(bottom left, cyan quadrant), 360◦ −Ψsat (bottom right,
red quadrant). In the following we will mainly assume
that the same saturation point for the I and Q channel,
i.e., Qsat = Isat. With this assumption Ψsat = 45◦.

3) Within the other remaining points (white colored boxes)
the complex signals are brought to the perimeter of the
blue square and the phase can be either overestimated or
underestimated as shown in the two examples.

The simulated I/Q time series are then used to estimate
the first three radar Doppler moments (radar reflectivity, mean

Fig. 3. Effect of hard clipping saturation onto I and Q samples.

Doppler velocity, Doppler spectrum width) using the autoco-
variance analysis by means of the pulse pair (PP) processing
technique [20], [21]. In the autocovariance (time-domain) algo-
rithm, we estimate the autocovariance R(τ) at lag-one, e.g from
pulse to pulse (i.e., τ=Pulse Repetition Time) as [22], [23]

R̂(τ) =
1

M − 1

M−1∑
i=1

conj (C(ti))C(ti + τ) (3)

where M is the number of pulses used for estimating the auto-
covariance and depends on the adopted PRF and the selected
integration time. For any given realization k of the spectral
power densities (2) the three radar moments are given by the
following expression:

〈P 〉PP [k] = R̂(0) =
1

M

M∑
i=1

(
I2i +Q2

i

)
(4)

〈vD〉PP [k] =
λ

4πτ
arg

(
R̂(τ)

)
(5)

〈σD〉PP [k] =
λ

2
√
2πτ

√√√√∣∣∣∣∣ln
(
R̂(0)

R̂(τ)

)∣∣∣∣∣. (6)

Simulating NR different stochastic realizations of the spectral
power densities (2) it is then possible to evaluate the bias and
the std of the different moment estimates, e.g., for the Doppler
velocity

bias〈vD〉PP
=

NR∑
k=1

〈vD〉PP [k]

NR
− vD (7)

std〈vD〉PP
=

√∑NR

k=1(〈vD〉PP [k]− 〈vD〉PP )2

NR
. (8)

III. RESULTS AND DISCUSSION

A. Case of Complete Saturation

Consider the situation when the signal is much higher than
the saturation threshold, the Doppler spectrum is very narrow
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and the mean Doppler velocity produces a phase shift, φ,
(always expressed in degrees in the following) with 0◦ ≤ φ ≤
90◦. In this condition all radar complex signal phasors end up
in one of the four attractors while consecutive phasors will be
either coincident or will differ by 2Ψsat or by 180◦ − 2Ψsat

(see Fig. 3). The argument of the autocorrelation function in (3)
will now be obtained by averaging the contributions of three
different types of phasors

〈φ〉PP [deg] =
180◦

π
arg

[
φ

180◦
ei2Ψsat +

φ

180◦
ei(180

◦−2Ψsat)

+
180◦ − 2φ

180◦
ei0

◦
]
. (9)

The results is symmetric for a change Ψsat → 90◦ −Ψsat,
i.e., the biases in the Doppler velocities are the same in cor-
respondence to the same level of unbalancing (regardless this
is occurring in the I or in the Q channel). The PP estimate
therefore differs from the true value φ by a bias 〈φ〉PP − φ
and is depicted with gray symbols in Fig. 4 for different levels
of unbalance (squares, circles and triangles for 0, 2, 3 dB
unbalancing, respectively) for a target producing a phase shift
between 0◦ and 90◦ (or, equivalently, with a Doppler velocity
between 0 and VNyq/2). The function can then be extended to
φ outside the interval [0◦, 90◦]. In fact, first, the bias between
90◦ and 180◦ can be obtained by mirroring and swapping sign
to the results of the symbol curves with respect to the point φ =
90◦ and, then, extended for periodicity outside the [0◦, 180◦]
interval.

In the case of perfect balancing (i.e., Ψsat = 45◦) we can
conclude that in presence of complete saturation and of very
narrow spectra the bias introduced by saturation in PP es-
timates is zero at integer multiples of 45◦ (corresponding
to ≈ ±VNyq/4) and reaches a maximum and a minimum
of ≈ ±4.1◦ (or in terms of velocities of ≈ ±VNyq/44.2) at
45◦ ± 45◦

√
(4/π)− 1 degrees (i.e., circa 21.5 and 68.5◦ corre-

sponding to VNyq/8.37 and VNyq/2.63). Therefore, velocities
between 0 and VNyq/4 will be underestimated while velocities
between VNyq/4 and VNyq/2 will be overestimated (and so
on with periodicity). With increasing unbalancing the bias is
moving from the square into the circle and the triangle curve
for a 3 dB (i.e., a factor 2) unbalancing (Fig. 4). In such case
the bias reaches a minimum/maximum of amplitude ≈ 8.2◦

(VNyq/22) at around ±30.6◦ (±VNyq/5.88).
When the curves corresponding to (9) (gray symbols in

Fig. 4) are convolved with a spectrum with large spectral
width, the expected effect will be to significantly suppress the
bias. Unbalancing between the I and Q channel is expected
to increase the standard deviations of the estimates of mean
Doppler velocities.

The case of complete saturation but spectral width larger
than zero can be studied by using the fact that the normalized
distribution function of the lag-1 phase difference Δθ(t) ≡
θ(t+ τ)− θ(t) of the I/Q is given by [23]

f (Δθ(t)) =
1− ρ2(τ)

2π
(1− β2)

− 3
2

[
β arcsinβ +

πβ

2
+

√
1− β2

]
(10)

Fig. 4. Pulse-pair biases and normalized standard deviations in presence of
complete hard-clipping saturation as a function of the Doppler phase shift for
different normalized spectral widths wN ≡ (σD/2VNyq). Continuous lines
(crosses) correspond to a situation where perfect de-aliasing (no de-aliasing) is
applied. The phase shifts maps into the Doppler velocity via the relationship
vD = VNyqφ[deg]/180. Theoretical biases estimates derived from (9) and
corresponding to wN = 0 are shown with gray squares in the top panel. The
other gray symbols represents the effect of increasing the unbalancing between
I and Q from 0 to 2 (circles) and 3 dB (triangles) in case of complete saturation.

where β = ρ(τ) cos(Δθ − φ) and ρ(τ) is the magnitude of the
correlation coefficient at lag-1, e.g., for a Gaussian spectrum
with spectral width, σD, ρ(τ) = e−(8π2/λ2)σ2

Dτ2
. In case of

complete saturation only the difference in the phases of the re-
ceived signal between successive pulses is affecting the Doppler
velocity estimate (the amplitudes are the same). It is therefore
enough to understand how the phase difference distribution
described by (10) is mapped into the distribution which is
appropriate of clipped I/Qs in case of full saturation. This can
be done by generating I/Q phase sequences according to the
following procedure.

1) By taking θ(t) randomly distributed in [0, 360◦] and
Δθ(t) distributed according to (10) it is possible to create
time series of θ(t) and θ(t+ τ) = θ(t) + Δθ(t).
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Fig. 5. Distribution of Δθ as derived from an I/Q time series generated
according to the procedure described in Section II in absence of saturation (red
line) and with a saturation level of 10 dB in presence of perfect balancing (blue
line) or with a 3 dB unbalancing between the I and Q channels (green line) for
a narrow (top) and an EC-like broad spectrum (bottom panel). The distribution
described by (10) is drawn as black line. The assumed mean Doppler velocity
is 1 m/s (which corresponds to a phase shift of −33.3◦ as indicated by the gray
arrow) and 433 I/Q samples have been considered, which correspond to an
integration length of 500 m and PRF = 6800 Hz for the EC-CPR.

2) Then we can use the previously computed time series to
convert Δθ(t) into their corresponding saturated values
Δθsat(t) by using the phases of the attractors as shown
in Fig. 3.

3) From Δθsat(t) the correlation at lag-1 can be computed
and then the Doppler velocity estimated from (5).

An example of distribution of Δθ with and without ac-
counting for saturation/balancing is shown in Fig. 5 in corre-
spondence to a narrow (top) and an EC-like broad spectrum
(bottom panel). The distributions are derived from only 433
I/Q samples. This number corresponds to an integration length
of 500 m and a PRF = 6800 Hz for the EC-CPR ([4]).
The distribution with no saturation corresponds well to the
result expected by (10) with the larger normalized spectral
width, defined as the Doppler spectral width normalized by
the 2VNyq factor (wN ≡ (σD/2VNyq) = 0.35) showing a very
flat distribution. Saturation radically affects the distribution and
its shape, with the appearance of peaks in correspondence to
the phase differences between the attractors (roughly in 30%
of the cases for a 10-dB saturation level). Note that while in
the case of perfect balancing (blue curve) the phase differences
between attractors correspond to four points only (0, ±90◦ and
180◦) in the presence of unbalancing (red dashed curve) the
possible phase differences are more numerous (0, ±2Ψsat and
±180◦ − 2Ψsat, 180◦).

In order to understand the effect of different PRF s and
spectral widths it is useful to normalize quantities by using
as a normalization factor 2VNyq [24]. Results for biases and
standard deviations computed according to (7) and (8) are
shown in Fig. 4. In the bottom panel the effect of reduced
standard deviations with increasing number of samples, M ,
is compensated for by multiplying by

√
M . Continuous lines

(crosses) correspond to a situation where perfect de-aliasing (no
de-aliasing) is applied. As expected the biases are significantly

decreasing when increasing the normalized spectral width, wN ,
defined as the Doppler spectral width normalized by the 2VNyq

factor. At wN = 0.01 the solution is basically spot on with the
theoretical expectation at wN = 0 (compare blue line and gray
squares) while at wN = 0.35 the bias introduced by saturation
has completely disappeared (continuous black line in the top
panel). For such a large wN the bias is indeed dominated
by aliasing effects and exceeds 6◦ for φ > 90◦ (i.e., Doppler
velocities exceeding Vnyq/2). The normalized standard devia-
tions (stdN = std/2VNyq) of the Doppler estimates are rapidly
deteriorating when increasing wN and only at small wN they
show a dependence on φ with a maximum reached at 45◦.
Again aliasing effects are visible only for the largest wN (black
curves) and tend to increase the standard deviation of the
Doppler velocity.

B. Generic Case

The simulation framework described in Section II can be
used to analyze any situation with intermediate levels of the
signal above the saturation point (hereafter referred as sat-
uration levels). Two 94 GHz radar configurations are here
selected as an example: a PRF typical for EC CPR (6.8 kHz,
VNyq = 5.4 m/s) and one very large PRF (34 kHz, VNyq =
27.1 m/s). The large PRF is here introduced to understand
the effect of saturation for systems that employ polarization
diversity ([15], [25] and reference therein). In such systems
the decorrelation is dictated by the distance between the V
and H pulses, THV . This means that for Doppler estimates the
“effective” PRF is given by (1/THV ). An effective PRF of
34 kHz corresponds to a pulse separation of ∼30 μs. In order
to avoid second trip echoes H-V pairs are typically transmitted
at a much lower frequency. The latter will of course affect
the number of useful samples in the pulse-pair processing.
A common integration length of 500 m is used (correspond-
ing to M = 472 and 2361, respectively, but use the second
number cautiously remembering the previous comment!) while
a Doppler spectral width σD = 3.8 m/s is assumed which
corresponds to wN = 0.35 and wN = 0.07, respectively, for the
two selected PRF s. Such a spectral width value corresponds
to the Doppler fading induced by the EC satellite motion [in
fact for Gaussian circular antennas σD = θ3dBvsat/(4

√
ln(2))

with vsat = 7.6 km/s, θ3dB = 0.095◦ for the EC CPR] and it
is therefore the characteristic value expected for surface returns
for the EC CPR in absence of serious non-uniform beam filling
effects [2]. Biases and standard errors of the mean Doppler
velocity estimates are shown in the top and bottom panels of
Fig. 6, respectively. Results are shown only for the interval
0 ≤ vD ≤ VNyq/4 and can be extended by periodicity (with the
assumption that aliasing is accounted for) as discussed in the
previous section. The low PRF is basically unbiased (top left
panel) while the high PRF shows significant biases (down to
−0.4 m/s). As predicted by Fig. 4, for the high PRF case, the
maxima and minima of biases are occurring in correspondence
to 3.2 m/s (VNyq/8.37) and 10.3 m/s (VNyq/2.63) with unbi-
ased estimates at 0, ±VNyq/4. The amplitude of the maximum
biases (0.4) is lower than the theoretical value expected for
narrow spectra, i.e., 0.61 m/s (= VNyq/44.2), and in agree-
ment with values shown in Fig. 4 (red curves correspond to
wN = 0.07).
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Fig. 6. Bias (top) and standard error (bottom) of the mean Doppler velocity estimate in m/s at 500 m integration length as a function of the mean Doppler velocity
(up to VNyq/4) and of the saturation level for two different PRF s: 6.8 kHz (left) and 34 kHz (right). A Doppler spectral width of 3.8 m/s is used so that the
corresponding normalized spectral widths are wN = 0.35 and wN = 0.07, respectively. A positive (negative) bias means velocities are (under)over-estimated
by the PP estimates.

In addition to the introduction of biases, saturation
also affects the uncertainty of the Doppler estimates. The
std(〈vD〉PP ) is increasing with the saturation level, reaching
basically a plateau for saturation values higher than 20 dB,
converging to the values predicted in Fig. 4. While for wN =
0.35 (PRF = 6.8 kHz) there is basically no dependence on the
Doppler velocity, at wN = 0.07 (PRF = 34 kHz) the standard
error tends to be worse at Doppler velocities equal (VNyq/4).

Fig. 7 shows the worst case scenario, i.e., the situation
when maximum biases and maximum standard deviations
are reached, which corresponds to v = VNyq/8.37 and v =
VNyq/4, respectively, for different normalized spectral widths.
At low wN the biases corresponding to large saturation levels
(blue dotted and continuous lines) agree with the theoretical
prediction of Section III-A with a normalized bias at wN = 0
equal to 1/88.4 = 0.0113. At small wN there is a remarkable
difference between the unsaturated curve (here represented
by the dash-dotted line corresponding to a saturation level
equal −10 dB) and the other curves with increasing levels of
saturation; with increasing wN the biases are smoothed out

and for wN larger than 0.3 there is no difference between
the curves with different saturation values. For wN > 0.2 the
normalized biases are always lower than 0.2% and therefore
negligible for system with low VNyq. However, when systems
with smaller normalized spectral widths are considered (e.g.,
systems with large antennas and/or employing polarization di-
versity [15], [25]) such biases cannot be neglected. For instance
a polarization diversity 94 GHz radar system with a pulse-pair
interval of 20 μs like proposed in [25], [26] is characterized
by vNyq = 37.5 m/s; biases up to 0.85 m/s can be produced in
presence of full saturation. For completeness the green lines in
Fig. 7 correspond to biases expected when vD = VNyq/4. In
such a condition the bias is driven by aliasing effects and is of
course increasing with vD approaching VNyq .

Similarly to biases, increased levels of saturation cause the
standard error of the Doppler velocity estimates to deteriorate
(compare red curves in Fig. 7). This deterioration is far less
pronounced than that caused by an increase in the Doppler
normalized spectral widths. For reference, the Doppler stan-
dard error estimated for high SNR (as typically met when
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Fig. 7. Normalised bias and normalized standard deviation of Doppler ve-
locity for different saturation levels in correspondence, respectively to v =
VNyq/8.37 (blue curves, left y-axis) and to v = VNyq/4 (red curves, right
y-axis), i.e., where maximum biases and maximum std are reached. Green
curves (left y-axis) correspond to biases for v = VNyq/4 and are shown to
demonstrate the effect of aliasing. Red diamonds corresponds to normalized
standard deviation of Doppler velocity estimated from perturbation theory in
unsaturated conditions (11).

considering surface returns) when averaging M samples and
in condition of no saturation is given in [20]

√
M stdN (〈vD〉) =

√
wN

4
√
π

√
e(2πwN )2 − 1

2πwN
(11)

and is plotted as black diamonds in Fig. 7. Results fit well
with the −10 dB (unsaturated) curve for wN < 0.32. For larger
wN (11), which is based on perturbation theory, is not valid
anymore and is typically underestimating the true standard error
of the Doppler velocity estimates.

C. Saturation Effects Expected on Doppler Signal
for an EC-Like System

The EC CPR will adopt PRF s in the range between 6.1
and 7.5 kHz corresponding to Nyquist velocities of 4.9 and
6 m/s. By using as before a spectral width σD = 3.8 m/s
surface spectra are then characterized by 0.32 < wN < 0.39.
This means that the bias associated with saturation effects
(blue line in Fig. 7) will always be negligible (less thanref
1.5 cm/sec). This guarantees the possibility of using even
saturated returns from the surface as a reference target for the
Doppler pointing corrections, [8]. It is important to note that
accurate Doppler velocity unfolding (when needed) is required
before the surface Doppler velocity is used as a reference target.
Accurate unfolding of the surface Doppler velocity is possible
in areas with minimum non-uniform beam filling conditions
(e.g., over ocean in precipitation-free areas).

For the EC configuration Doppler velocity accuracies are
detailed in Fig. 8 for three different PRF s in the expected
operation range as a function of the saturation level. The
continuous lines correspond to a perfect balancing condition
(Ψsat = 45◦). Roughly speaking the standard deviation in the
velocity estimates is increasing by 30–50% when moving from

Fig. 8. Standard error of the Doppler velocity estimates for three different
EC CPR PRF s as a function of the saturation level with perfect balancing in
saturation between I and Qs (Ψsat = 45◦). The diamonds are the estimates at
high SNR when no saturation effects are assumed as derived from perturbation
theory. The shaded area marks the increase in the standard error of the Doppler
velocity estimates when there is an increase from perfect balancing (continuous
lines), to 2 dB (dashed) and 3 dB (dotted) unbalancing between I and Qs.

unsaturated to completely saturated surface return for PRF
in the range 6.1–7.5 kHz. As a consequence longer (by a
factor in the range between 1.7 and 2.25) integration time
will be necessary to achieve the same accuracy in presence of
complete saturation. The effect of saturation is however smaller
than the drastic change in accuracy occurring when changing
the PRF , an effect already noted in [4], [5]. The effect of
unbalancing between the I and Q channels is depicted by the
shadowing with the dotted (dashed) lines corresponding to an
unbalancing of 3(2) dB. As expected an increased level of
unbalancing is slightly increasing the Doppler velocity standard
deviation. Of course in situations of smaller Doppler spectral
widths the unbalancing can be far more damaging. Finally, note
that for unsaturated spectra the accuracies as derived from the
MonteCarlo simulation exceeds the values (diamonds in Fig. 8)
predicted according to perturbation theory [see (11)].

IV. CONCLUSION

Referencing antenna-pointing techniques that rely on Earth’s
surface Doppler velocity measurements are expected to play
a crucial role in enabling antenna mispointing corrections in
spaceborne radar systems envisaged in future missions. The
EC CPR, the first ever spaceborne cloud radar with Doppler
capabilities, is expected to experience saturation in the linear
(Doppler) receiver from almost all surface types. By simu-
lating the saturation process as an hard I/Q clipping, which
represents the key assumption of this paper, we can draw the
following conclusions.

1) Phase biases increase with the saturation level, they are
zero for phase shifts that are integer multiples of 45◦ with
maxima and minima in between. Biases tend to reduce
with increasing normalized Doppler widths, wN . For the
PRF range envisaged for EC they appear to be negligible
(i.e., ≤ 2 cm/s) even for complete saturation.
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2) Normalized standard deviations of the estimates of mean
velocities tend to increase with wN and with the satu-
ration level. For the EC system standard errors of the
Doppler velocity estimates deteriorate by 30–50% for
PRF ranging between 6.1 to 7.5 kHZ with saturation lev-
els passing from −10 dB to +30 dB. In the latter condi-
tion integration lengths 70% and 125% longer are needed
to achieve the same error as in the case of unsaturated
conditions. The situation is only slightly deteriorated even
in presence of large (3 dB) unbalancing between the I and
Q channels saturation.

3) Systems with lower wN or larger Nyquist intervals (like
polarization diversity systems) will be prone to non-
negligible velocity biases if hard-clipping I/Q receiver
saturation occurs. Thus, appropriate technical solutions to
mitigate linear receiver saturation should be considered.
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